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Nonresponse Bias Adjustments: What Can Process Da@ontribute?

Non-technical summary

Any kind of survey data is susceptible bias dusampled units not being contacted
or refusing to respond (so-called unit nonrespob&es). To minimise possible
nonresponse bias survey researchers have two mtnaiagses at their disposal. First,
they can increase fieldwork efforts to increase risgponse rate. This decreases the
potentialfor nonresponse bias; however, unless the efeomgspecifically directed at
the underrepresented groups, high response ratestdguarantee low nonresponse
bias. Second, researchers can adjust for nonrespgmaspost ho¢ for example by
means of nonresponse weighting, i.e. by giving umgeesented groups a higher
weight than overrepresented groups. Such nonrespajsstment is successful if the
variables used to create the weight are correlaidd both the nonresponse process

and the survey estimate.

This paper investigates nonresponse weightingergiwopean Social Survey (ESS).
The ESS is a biennial cross-national face-to-facerey of social and political
attitudes across more than twenty countries in jirorhe analyses focus on
nonresponse bias in Finland rounds 1-3, Polandd®un3 and Slovakia round 2.
Nonresponse weighting in cross-national surveysndered by a lack of comparative
data to design weights. The analyses examine titebgity of nonresponse weights
based on the ESS contact data, i.e. data on thlewéek process, to adjust for
nonresponse bias. These process weights are canpareother nonresponse
weighting procedures that use demographic infolmnaéibout the sample units from
the sampling frame data (frame weights) or aboetténget population from official
population distributions (post-stratifications). tBo population distributions and
contact data are available for most ESS countwbage sampling frame data are not.

The analyses show that process weights in combmatith demographic weights
were most successful at reducing relative nonrespdrias. Furthermore, in the
absence of sampling frame data, weights estimated population distributions and
contact data succeeded in reducing nonresponse iiagarious estimates. An
effective universal nonresponse bias adjustmeategfy based on contact data and

population distributions might therefore be possiétross ESS countries.
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Abstract

To minimise nonresponse bias most large-scale Issuigeys undertake nonresponse
weighting. Traditional nonresponse weights adjostdiemographic information only.
This paper assesses the effect and added valueigite based on fieldwork process
data in the European Social Survey (ESS). The teduof relative nonresponse bias
in estimates of political activism, trust, happimesd human values was examined.
The effects of process, frame and post-stratificatveights, as well as of weights
combining several data sources, were examined. firftengs demonstrate that
process weights add explanatory power to nonregpbras adjustments. Combined
demographic and process weights were most suctessfiemoving nonresponse
bias.
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1 INTRODUCTION

Any kind of survey data is susceptible to unit response bias. To minimise possible
nonresponse bias survey researchers have two mtnaiagses at their disposal. First,
they can increase fieldwork efforts to increase risgponse rate. This decreases the
potentialfor nonresponse bias; however, unless the eféoespecifically directed at
the underrepresented groups, high response ratestdguarantee low nonresponse
bias (Groves 2006; Schouten, Cobben, and Bethl&®€9). Second, researchers can
adjust for nonresponse bigsost ho¢ for example by means of nonresponse
weighting. Such nonresponse adjustment can renderesponse ignorable, if the
auxiliary variables used in the adjustment areetated with both the nonresponse
process and the survey estimate (Little and Vaiana2005; Groves 2006; Kreuter,
Lemay, and Casas-Cordero 2007). In multi-purposeess tailoring nonresponse
weights to a key survey estimate is impossible.dllgunonresponse weights thus aim

for a more universal applicability.

In most large-scale social surveys researchersles®graphic information about the
sample units or the population in nonresponse weigWiore recently nonresponse
bias research using information on the nonrespprseess itself has drawn attention
(e.g. Olson 2006; Billiet et al. 2007). This papiscusses the suitability of process-
based nonresponse weights at the example of thep&amn Social Survey (ESS). In
particular, the added value of process-based weigher and above demographic

post-stratification and frame-data weights is exsdi

If nonresponse bias is primarily associated withilable demographic characteristics,
demography-based nonresponse adjustment is optitomlever, if nonresponse bias
is independent of standard demographics, such sponse adjustment is ineffective.
Nonresponse weights that were derived from modelsdigting contact and
cooperation by means of process variables (likentiraber of contact attempts until
contact was achieved or whether any refusal comrersook place) offer an
alternative to demographic nonresponse weighteSsuch process weights adjust
for the very process that generated nonresponsiep@ssibly nonresponse bias) in the

first instance, they should be well-suited for response bias adjustment. Moreover,



if the effect of process weights is (partially) @meéndent of the effect of demographic

weights, process weights can add value to nonregpadjustments.

To test the effect and added-value of process-basesponse weighting in the ESS
different kinds of nonresponse weights were geedrgirocess, frame-data and post-
stratification weights, as well as combinationstiudése three types of weights. The
analyses compare the effects of these nonrespoeght® on selected ESS survey
estimates in the areas of political activism, trusappiness and human values.
Weights combining process and demographic dataceswvere found to remove
more of the relative nonresponse bias than lessplexmweights. Comparing
nonresponse weights that accounted for the proicessidition to demography to
nonresponse weights accounting for demography ahly, analyses found added

value in processes-based nonresponse weights.

2 THEORETICAL BACKGROUND

The magnitude of nonresponse bias is variable-estichate-specific and defined by
the association between the response propensthyeagample units and the measure
examined. If one assumes that the nonresponsessrac@ot static, i.e. that sample
units do or do not respond to a survey with a aegeobability, then the nonresponse

bias in the variable mean is described by

o
B(Y,)=—". (1)

Nonresponse bias is thus a function of the coioglat of the survey outcomgwith
the response propensjtyand the mean response properngityeasured in the target
population (Bethlehem 2002). For estimates of diffiees between two countries this
means that, if there is nonresponse bias in thmat& in one of the countries, or if
there is bias in both countries but of differentgmiéude or direction, then the cross-
national comparison will be biased. Expanding oh tffe nonresponse bias in a
difference in means between two countries A andds is

JcounrtyAy Ucountr B,
) ~ 4 YPyp
B(Y) = - :

(2)

10 countryA 10 countryB

With auxiliary informationx available, nonresponse is ignorable (gixgif response
is independent of the survey estimatgivenx (Zhang 1999, pp.331/2). Furthermore,



Rosenbaum and Rubin (1983) show @#(&) — the vector of response propensities — is
the coarsest vector upon which response is indgmerdx. “Thus, if nonresponse is
ignorable fory givenx, then the partition of the data set inducedpby) is a fine
enough set of adjustment cells to avoid nonrespdmss’ (Goksel, Judkins, and
Mosher 1992, p.419). In other words, one can adgussurvey estimateg for
nonresponse bias, if adjusting for sample unitshomse propensitiggx) renders the

relationship betweeypand response independent.

Nonresponse weights adjust for nonresponse biasdighting by the inverse of a
sample unit’'s response propensity. There is a graaety of nonresponse weighting
techniques (see Kalton and Flores-Cervantes 2003aiffo overview). One can
distinguish techniques using population distribosiof key survey characteristics to
adjust for nonresponse and non-coverage bias pesgi-stratification and raking)
from techniques using auxiliary case-level dataéspondents and nonrespondents to
adjust for nonresponse bias only (e.g. logisticesgion weighting). In either case, to
be effective the nonresponse weights (and the iankitlata they are derived from)
need to be related to response and the surveyroetgoAs a rule of thumb, weights
based on variables related to response reduce spmmge bias, while weights based
on variables related to the survey outcoynmake the sample more efficient, i.e.
reduce the variance (see Kessler, Little, and Grdl@95; Little and Vartivarian
2005).

Due to differences in the magnitude and composibbmonresponse across ESS
countries, there is a need to design nonresponsghtsefor the ESS in order to

achieve better comparability of survey estimatesweler, nonresponse adjustment
in the ESS faces two important hurdles. First, likany social surveys, the ESS
serves multiple purposes and no central estimatggr@ups of estimates) can be
identified. Since nonresponse bias is estimatespeESS nonresponse adjustment
needs to be optimal across a large variety of @séisn One way of dealing with this is
to focus nonresponse adjustment on the nonresgmosess instead of the survey
outcome. If this adjustment rendered the surveycaues independent of the

nonresponse process, nonresponse would be ignpradMever, variances might be

increased where these weights are insufficientlpted to the survey estimates.

Second, comparative auxiliary variables for crog8emal surveys are scarce (due to



differences in survey implementation and traditiodsross countries and data
confidentiality) (see Blom, Jackle, and Lynn fodhang). However, with the ESS
contact data one can model the probability of raspofor each sample unit
comparatively across countries. If fieldwork praes are predictive of a sample
unit'’s probability to respond and if the ESS conhtdata validly describe these
fieldwork processes, then the so-derived respomspepsities will be valuable in
nonresponse adjustments. Furthermore, nonrespoeigites based on these contact

data are then easily replicable and implementatyiesa ESS countries.

While demographic nonresponse weights are geneaaltgpted among data users,
the rationale for basing nonresponse weights ocgs® data might require further
explanation. The underlying assumption of procesghts is that respondents and
nonrespondents who share the same process prafiidinave responded similarly

during the interview. The theory assumes that ttoegss indicators used to model
response propensities are related to unobserveglsaomit characteristics. For

example, those difficult to reach are likely tollnesy people who spent a lot of their
time outside the household (e.g. because theynamployment, participate in leisure
activities etc); those contacted but who (initiplio not participate in the survey are
likely to be more socially excluded and less aciivesociety (Groves and Couper
1998, ch.4-5; Groves, Singer, and Corning 2000)e ®Hample units' process
characteristics thus proxy other unobserved sample characteristics which are

associated with substantive survey outcomes.

Post-stratification weights based on populationtrithgtions of age, gender and
education have been tested in the ESS context ((ehad.; Vehovar and Zupanic
n.d}). These weights increased the variance of weigmedns of key survey

outcomes. Furthermore, “in most countries thereehawt been radical differences
between the national [ESS] samples and the populatructure regarding the gender
and age structure” (Vehovar and Zupanic n.d., p. ¥2hovar and Zupanic (n.d.)
found differences in the structure of the educatidavel in the population and the
ESS samples of rounds 1 and 2. However, the ovefédict of weighting for

nonresponse on the magnitude and direction of guesemates was limited. Possible

1 n.d. = no date



reasons for this are: (1) the auxiliary demograpbhaciables used in the post-
stratification might not have been the crucial drés of nonresponse, while other
demographics (e.g. household size or income) whalege shown stronger effects of
the post-stratification weights; (2) nonresponssiwas not a major problem in the
ESS; or (3) nonresponse bias was not associatdd sainple unit demographics,
though it might have been associated with otherpgamnit characteristics such as

those described by the fieldwork processes.

Nonresponse weights based on the ESS contact dgtst be able to adjust for
aspects of nonresponse bias that demographic weigrinot account for. Such
process-based nonresponse weights appeal for tees®ns: (1) They are based
characteristics of the fieldwork process and thHws,their very nature, related to
nonresponse. The propensity models in Tables Band later section show that the
ESS contact data were well-suited for predictingtact and cooperation. (2) Process
characteristics are likely proxy sample unit chteeastics that are related to various
different types of survey outcomes including theialoand political attitudes and
behaviour measured in the ESS. (3) Finally, proeesghts appeal, because the data
that these weights were derived from can be ca@tecbmparatively across countries

and are already available for three rounds of tB8.E

If, given the auxiliary variables measured in tH&SEcontact data, being a respondent
is independent of the answers given in the questioe, then nonresponse can be
rendered ignorable. If these process-based weghtaw an effect that is independent
of the effect of demographic weights, the processeld weights have an added value

for nonresponse adjustments.

3 DATA

The analyses used data from rounds 1 to 3 of ti& EBe ESS is a biennial cross-
national face-to-face survey of social and polltatiitudes across more than twenty
countries in Europe. It was first fielded in thentar of 2002/03. In addition to the
main interview data the analyses draw upon thrediaty data sources to derive the
nonresponse weights: population distributions af,agender and education, frame

data on sample units’ demographic characteristidstbe ESS contact data. Only the



data of Finland rounds 1 to 3, Poland rounds 1 tan8 Slovakia round 2 were

considered. In these countries and rounds auxifrarge data were available.

3.1 The ESS main interview data

In the ESS (a translation of) the same questioanaiimplemented across the more
than 20 participating countries. The ESS questimanacludes two main sections: a
‘core’ module which remains relatively constant ass rounds and two or more
‘rotating’ modules repeated at longer intervalse Tdore module aims to monitor
change and continuity across a wide range of seaidhbles. The rotating modules

provide an in-depth focus on a series of particatademic or policy concerns.

The analyses focussed on measures that touch upprsdciological and political
research questions. Most of these variables anéssstem from the core module,
with the exception of one measure from a rotatiraglote in round 3. They include
variables related to (1) citizenship norms andtpall participation, (2) social trust
(Rosenberg Trust Scale) and political trust, (Pdmaess and depression (8-item CED
depression measure) and (4) value orientations Stiievartz human values scale).
The variables and scales were selected to coveida mnge of subject areas. In
addition, the selected variables may well be cateel with sample unit characteristics
that are typically associated with either contaititsil{e.g. available at-home patterns)
or cooperation (e.g. psychological predispositiongorrelates thereof) (Groves and
Couper 1998, ch.4-5).

3.2 Population distributions

As part of the ESS data documentation each paatioigp country deposits population
distributions on key demographic variables (see elgix 1 to the ESS

documentation reports (European Social Survey 2808ppean Social Survey 2005;
European Social Survey 206))The population distributions provided vary asros
countries, but most countries provided some pojalistributions on age, gender,
education and region. Vehovar (n.d.) and Vehovar ampanic (n.d.) found that the
(cross-classifications of) the age, gender and adurt distributions were best suited

2 Round 1: http://ess.nsd.uib.no/index.jsp?year=&@8068ntry=&module=documentation
Round 2: http://ess.nsd.uib.no/index.jsp?year=2006&ule=documentation&country=
Round 3: http://ess.nsd.uib.no/index.jsp?year=200@&ule=documentation&country=



for post-stratifying the ESS samples. Followingitmesearch, my post-stratifications
use the age, gender and education distributionis Rimand, Poland and Slovakia

provided.

3.3 The ESS contact data

In addition to the data collected during the iniew the ESS interviewers use
standardised contact forms to collect informationtlee contacting and cooperation
process and on the neighbourhood of all samples Uidtoop et al. 2003). Each
country's contact form and contact data are aJailfiom the ESS data archive
website (http://ess.nsd.uib.no/). Fieldwork prodescators used to estimate contact
and cooperation propensities were derived fromethesntact data. The process

weights were derived from the contact and coopangiropensity scores.

3.4 Frame data

Each country in the ESS drew their sample fromgiweeral population aged 15 and
older by strict probability methods without suhgiibn. Within these limitations, the
countries used different sample frames and desigepending on the access
restrictions that the research teams faced. Assaltrethe auxiliary information
available from the sampling frames differed acrassintries. Effectively, only
countries that drew their samples from populatiegisters had access to auxiliary
case-level frame data. The ESS national coordisatbthree countries provided their
frame data for the nonresponse analyses in thisrp&mland and Poland provided
frame data for rounds 1 through 3 and Slovakiadond 2. The type of information
available varied across countries, but all thregntiees covered information on the
sample unit’'s age and gender, on region and/orniciba Finland further provided

information on household size and the languageetample unit.

4 METHOD

This paper examines the effect of various diffeld@ntls of honresponse weights on
the relative nonresponse bias in ESS survey eggndost of the measures in the
ESS are attitudinal or behavioural measures ofat@aeid political concepts. For this

type of data there is little possibility for valittan by means of external data. In fact,



many of the variables are only ever measured ineyst As a consequence it is

impossible to examinabsolutenonresponse bias in estimates of these measures.

Instead the paper examinedative nonresponse bias in ESS estimates by comparing
weights with different types and combinations ofibary data for nonresponse
adjustment. It is assumed that the more informatias adjusted for with the
nonresponse weights, the smaller the relative wesidonresponse bias was after
weighting. If, in the worst case, the propensitydels included variables that were
not related to the survey outcome, only randomatiam would have been added.
However, variables related to the nonresponse psoceeduce the relative

nonresponse bias.

To test the effect and added-value of process-basatesponse weighting process,
frame and post-stratification weights were genekaie addition, to these basic
weights combination weights were derived, i.e. astystratified frame weight, a post-
stratified process weight and a post-stratifiedniaand-process weight (the total
weight). The next section describes the estimatioimese weights. Table 1 provides
a summary of the nonresponse weights. The preniise@analyses was that a more
complex weight removed more of the relative nonoesp bias than a less complex

weight.

The analyses considered a set of key political sowiological variables in the areas
of political activism, trust, happiness and humatues® For political activism the
analyses looked at the proportion of people whoonted having taken various
political actions: having voted in the last natibakection (compared to reporting not
having voted); having contacted a politician or gowvnent official in the last 12
months; having taken part in a lawful demonstratioithe last 12 months; being a
party member. The examined happiness estimates theremean of a general
happiness scale and, for round 3, the proportiopeople depressed according to the
CED Depression Scale. The CED Depression Scaledsgsed by summing the
answers to eight questions on 4-point scales. Bewith scores of 16 and higher were
classified depressed. Furthermore, the analysesidayed mean trust levels on the

% Please see Appendix B for the exact question wgrdf the measures considered.



Rosenberg Trust Scale and a political trust sCHhe Rosenberg Trust Scale was
derived by summing respondents' answers to threstigms on interpersonal trust
and dividing this sum by the number of valid resg®Es The derivation of the political
trust scale followed the same procedure and casdafiour variables on trust in
political institutions. Finally, mean estimates $chwartz's human values scales were
investigated. The values questions in the ESS ibestrthird-person actions and
attitudes. Respondents were then asked how mughntbe like the vignette person.
The scales distinguish ten basic motivational valuentations: security, conformity,
tradition, benevolence, universalism, self-diregtio stimulation, hedonism,

achievement and power (see Schwartz 2003).

Figure 1: Nonresponse weight comparisons

Basic comparisons

Estimate unweighted for nonresponse Nonresponse weighted estimate
Design weight «—> Post-stratification weight
Design weight «—> Process weight
Design weight Post-stratl_fled process
weight
Design weight «—> Total weight
Added-valued comparisons
Estimate unweighted for process Process weighted estimate
Post-stratification weight | «—» Post-strat|_f|ed process
weight
Post-stratified frame weighf «—» Total weight

Notes: All nonresponse weights also include thégdeseight; The total weight is a post-
stratified frame-and-process weight.



The analyses made several comparisons of the ftdchonresponse weights on
these mean and proportion estimates. First, théc beffects of the basic post-

stratification weight (which is the ESS standardhnesponse weight), the process
weight, the post-stratified process weight and ttital weight compared to design
weighted estimates were examined. Subsequentlypa&osons of (1) the effect of the
post-stratified process weight with the effect bé tbasic post-stratification weight
and (2) the effect of the total weight with theeeftf of the post-stratified frame weight
assessed the added value of the process compandhe icombination weights.

(Figure 1). If a nonresponse weight with proceds deas better at reducing relative
nonresponse bias in an estimate than a nonrespaigkt without process data, then

process data added value to nonresponse weighting.

The findings show various instances where more ¢texnpreights that included

process data further reduced nonresponse biag iIB$$. Furthermore, in all but one
instance is the relative nonresponse bias that reamved with the nonresponse
weights was of the expected direction. For exampbaresponse weighting reduced
the estimated proportion of people who reported thay voted in the last national
election. Various studies show that non-voters ase less likely to participate in

surveys (for example Jackman 1998; Keeter 20063dtttion, the analyses found an
added value effect of the process within the te&Ehht for a number of estimates.

5 DERIVING NONRESPONSE WEIGHTS

Having outlined the method of estimating the cdmittion of process weights to

nonresponse weighting, this section describes hewarious weights were derived.
Table 1 provides an overview of all nonresponseghitsi used in the analyses. The
basic nonresponse weights that used only one safiraaxiliary data are described

first. These are the post-stratification weighte throcess weight and the frame
weight. The latter two are logistic regression vasg They are obtained by (1)

modelling response by means of logit models on ugivted sample data, (2)

predicting response propensities for each samptebased on these logit models, (3)
taking the inverse of the response propensitiesegpondents to obtain the weights,
and (4) dividing these weights by the mean weightentre them on a mean of one.

In the case of the process weight, contact anderatipn were modelled separately.

10



To derive the process weight for response the giedlicontact and cooperation
propensities were multiplied. For the frame weighy logit models predicted

response. Following Little and Vartivarian (2008¢ logit models were estimated on
unweighted data, i.e. no design weights were agppltowever, the final logistic

regression weights were all multiplied by the desigeight. Weights were derived
separately for each country and round, althoughptiopensities were modelled for
each country across rounds. Having described tlsec beonresponse weights the
section turns to the combination weights which wesémated using two or more

sources of auxiliary data.

5.1 Basic post-stratification weight

Vehovar (n.d.) and Vehovar and Zupanic (n.d.) shibttat the cross-classifications
of gender (male and female), three age groups 413383-54 and 55+) and three
education groups (up to lower secondary (ISCED2lems), higher secondary
(ISCED3) and post secondary (ISCED4%6))ere optimal for post-stratifications in
the ESS. Building on their analyses | used the samables and groups for my post-
stratifications. (See Table Al in Appendix A foetpopulation distributions for age,

gender and education in Finland, Poland and Slavaki

The post-stratification weight was estimated by ddlculating the proportion of the
population in each weighting cell, (2) calculatitige proportion of the (design-
weighted) sample in each weighting cell, and (3jgmsng each sample member in
the respective weighting cell the fraction of thepplation proportion and the sample
proportion. In Finland and Slovakia the data of #mge, gender and education
population distributions were fully cross-clasgifiso that post- stratifications to each
cross-classified weighting cell were possible. Efmre, each sample member could
be assigned to exactly one weighting cell. In Polaound 1 age and gender
distributions were cross-classified, while for ealien only the population
frequencies were available. In Poland rounds 23ttt age distribution was cross-
classified with the gender distribution, and theueation distribution was cross-
classified with the age distribution. Consequentty, Poland raking (or iterative
proportional fitting) according to the marginal tilsutions was applied. “The basic

* ISCED refers to the qualification groups of theetational Standard Classification of Education.
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idea of the technique is to make the marginal itistions of the various
characteristics conform with the population disitibns while making the least

possible distortion to the pattern of the multi-wsample distribution.” (Elliot 1991,

Table 1: Overview of nonresponse weights

Weight Description

Basic

Post-stratification| Post-stratification (in Finland and Slovakia) aa#ing (in
weight Poland) of design-weighted sample data to knowrulabion

distributions of age, gender and education. Thevelémpost-
stratification weight was multiplied with the desigieight.
Process weight The process weights are logistiessgn weights using
variables from the ESS contact data to predictamrgnd
cooperation. The process weight for response isatefrom
the product of the predicted contact and cooperatio
propensities. The estimated weight was multipliéith the
design weight.

Frame weight The frame weight is a logistic regmssveight using
demographic information from the countries’ samplirames
to predict response. The estimated frame weightrmasplied
with the design weight.

Combination
Post-stratified Post-stratifying the design- and frame-weighted@ardata
frame weight and multiplying the resulting post-stratificatioreight with the

design weight and the frame weight yielded this loioved
post-stratified frame weight.

Post-stratified Post-stratifying the design- and process-weighéedpde data
process weight | and multiplying the resulting post-stratificatioreight with the

for response design weight and the process weight yielded thishined
post-stratified process weight.
Total weight First, a combined frame and process weight wavelgiy

(post-stratified modelling contact and cooperation logistic reg@ssiusing
process and frameboth frame and contact data. The frame-and-prosegght for
weight) response is derived from the product of the predicbntact
and cooperation propensities. Post-stratifyingdbsgn-,
frame- and process-weighted sample data and myftgpthe
resulting post-stratification weight with the desigeight and
the combined frame-and-process weight yieldedttta
weight.

Note: The frame weight and the post-stratified feaneight only indirectly appeared in the analyses.
Nevertheless, it was deemed important to deschibie éstimation. The post-stratified frame weighted

estimates served as comparison group for the agilad analysis of the process in the total weight.
The frame weight was used to estimate the podifschframe weight.

p.27) First weights that align the (design-weightade-gender sample distribution
with the population distribution were calculatedhe§e weights were then applied to

the sample and a new marginal distribution was é&afrfor education (round 1) or

12



education and age (rounds 2 and 3). The whole psoges then repeated for

this/these variable(s). The process was iterated g&cond cycle.

Although post-stratification and raking are slighttiifferent processes, unless
otherwise stated, this paper uses the term paaifstation to refer to both post-

stratification and raking.

5.2 Process weights

For the process weights the propensities of coraadtcooperation (conditional on
contact) were modelled separately and then mudtiplio obtain the response
propensities. This separate modelling had two meadeéirst, it enabled observing the
separate contribution of the contact and the catjoer propensities to the overall

response propensities across countries. The asayssved that while in Poland and
Slovakia the sample units' overall response prapessvere primarily determined by

their cooperation propensities, in Finland they evprimarily determined by their

contact propensities. Second, the cooperation modeided variables that could not
have been included in an overall response model vahables 'mode of first contact’,
time of first contact’, 'no refusal during the peaation stage' and ‘change of
interviewer during the cooperation stage' refedusigely to the cooperation stage of
the data collection process. In a model of respoinese variables would have been
missing for all non-contacts resulting in non-cated sample units not being

included in the model.

| banded the top quintile of the process weighat(ils the quintile with the lowest
contact, cooperation and response propensitiegh Eample unit with a top weight
was assigned the average weight of the top quinfites procedure was chosen,
because it prevents extreme weights and becaupensity score quintiles are often

used for nonresponse weighting classes (see fongraOlson 2006)

The variables included in the models were choseaptomally predict contact and

cooperation. In addition, the analyses assumeathatariables were also related to

® “Five propensity score subclasses are often faarme adequate for removing up to 90 percent of the
bias in estimating causal effects” (Olson 20064p.#eferring to Rosenbaum and Rubin 1984).

13



sample unit characteristics related to nonrespdnas in the substantive survey
outcome. Interviewer process characteristics waduded, because they were
expected to be indirectly related to sample uniarabteristics as household or
regional characteristics (e.g. one might find lowerviewer contact and cooperation
rates in urban areas). Variables unrelated touheeg outcome do not introduce bias;
instead they add random variation making the wsidbss efficient. In addition to

variables describing the contact and cooperatiatcgsses the models also included
process variables that stemmed from intervieweemasions such as the type and

state of the building. These variables were al$lecied in the ESS contact data.

Tables 2 and 3 show the logit models for contact @operation, respectively. The
contact and cooperation models and the predicteesl therein are discussed in the

following.

5.2.1 Contact propensity

For the contact propensities the models considerady of the variables that other
researchers and my own previous research foundarglen predicting contact. The
ESS is a face-to-face survey and the project dpatidns prescribe a minimum of
four in-person contact attempts to non-contactedp$a units (e.g. European Social
Survey 2006). Successful contact was thus defireedhgerson contact with the
household. Some interviewers also attempted corigicphone. However, these
contact attempts have been less well documentassacountries and interviewers,
since some interviewers failed to record unsucoégshione calls (e.g. when the
phone was ‘busy’ and the interviewer tried agafava minutes later).

The significance levels of the predictors in thedels showed that primarily
measures of the fieldwork process were signifigardssociated with contact
propensity. The model fit of the contact models walerately high, with the pseudo
R? ranging from .242 in Slovakia to .481 in Finland.

Number of contact attemptSraditionally a major predictor of contact is thember
of contact attempts made to a sample unit (for gtansoyder 1985; Groves and
Couper 1998; Purdon, Campanelli, and Sturgis 19898on 2006). The indicator of

the number of contact attempts was primarily basedthe number of in-person
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contact attempts that an interviewer made untikactrwas established. However, an
additional contact attempt was added to this indicaf an interviewer made at least
one phone contact attempt to the sample unit. Tireber and mode of contact
attempts differed quite substantially across ES@tes. For example among the
countries included in the analysis, the Finnishdfi®rk relied much more heavily on
attempting contact by phone before visiting an adslithan fieldwork in Poland or
Slovakia (see also Blom 2009). Since the aim igléave efficient and relevant
propensity weights with the same model specificatioross countries, the number of

contact attempts was modelled as a dummy variable.

Table 2: Contact propensity models for process lsigsing ESS contact data

combined

Contact Finland Poland Slovakia model

b b b b
Number of contact attempts
2 4.22%** 0.56 -1.12%* 3.54 ***
3 2.54%** -2.38 *** -1.56 *** 1.55 ***
4 1.26%** -3.47 *** -2.25 *** -0.12
5 or more 0.32 -5.02%** -3.57 *** -1.69 ***
Ever f2f call in the evening 0.46* 1.01 #*** 0.37 0.62***
Ever f2f call on a Saturday -0.72 0.97 *** 0.39 -0.03
Ever f2f call on a Sunday 1.56 0.72 ** 0.01 0.01
Physical state of building:
Satisfactory -0.24* 0.14 0.23 -0.07
Bad -0.06 0.05 0.39 0.03
Farm or single-unit housing 0.3%* 0.32 0.48* 0.38 ***
Interviewer cooperation rate 0.0% 0.02 *** 0.01 *** 0.02 ***
Interviewer f2f contact rate 0.07* 0.04 ** 0.08 *** 0.07 ***
Interviewer phone contacting -0.07* -0.04 *** -0.02 ** -0.05 ***
Interviewer f2f evening calling 0.00 -0.02** 0.02 -0.01*
Round 1 dummy -0.02 -0.43 0.13
Round 2 dummy 0.05 0.69* 0.19*
Poland dummy 0.29
Slovakia dummy -0.22
Constant -3.73** -0.89 -5.17 *** -4.38 ***
Chi® 4538 468 276 6452
Pseudo R 0.481 0.254 0.242 0.450
AIC 4925 1405 893 7924
N 8522 7658 2359 18539

Legend: *p<0.05; *p<0.01; ***p<0.001
Notes: Coding of dependent variable ‘contact'-ftdrson contact with the household, 0 no in-person
contact with the household; Table shows logit madeifficients

Table 2 shows that in Poland and Slovakia makingencontact attempts was related
to a lower contact probability. As Blom (2009) reks a negative association
between number of contact attempts and probalblitgontact can be due to the

modelling of contact in logit models, where onlyetmarginal effects of the total
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number of calls is examined. “Since contact attsmptthe ESS are not randomly
assigned, interviewers choose to call at timesdays that they feel might be most
productive and that suit them.” (Blom 2009, p.24)Hinland a similar pattern was
found. However, since many interviewers pre-coethcample units by phone, and
since these contact attempts — by definition — cabead to a successful contact,
many of the cases with one contact attempt werg @tlempted by phone.

Consequently, in Finland cases with one contaeirgit had a lower probability of

contact than cases with two or more calls. Fromsé@nd call onwards, however,

additional calls led to decreasing probabilities@htact.

Timing of face to face contact attempisthe literature calls on a weekday evening or
at the weekend have been found most effective fakimg contact (see Groves and
Couper 1998; Purdon, Campanelli, and Sturgis 1988p 2005). The contact model
included variables indicating whether sample uwiise ever attempted in person on a
weekday evening, on a Saturday and on a Sundg@grson evening and Sunday calls
were associated with higher contact probabilitred=inland and Poland. In person
Saturday calls were also positively associated withtact in Poland, although they
were negatively associated with contact in Finldddwever, sample units that were
called by interviewers who made a large proportiértheir contact attempts in the

evening were less likely to be contacted in Poland.

Quality of housing The quality of a sample unit's housing can beoeissed with
contact probability (for example Lipps and Bens@®%). In the contact models a
satisfactory state of the building (compared tmadystate) was associated with lower

contact probabilities in Finland.

Type of housingn accordance with the literature (Campanelli,r§y and Purdon
1997; Groves and Couper 1998; Stoop 2005) the seslfound that in Finland and
Poland those living in single-unit housing or farwesre more likely to be contacted.

Interviewer contact and cooperation rateBhe models controlled for interviewer

contact and cooperation rates, both of which wegtpely associated with contact

propensity. This also confirmed the notion thaemiewers who are good at gaining
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cooperation are also good at making contact (O'dheartaigh and Campanelli
1999).

Interviewer phone pre-contactingBlohm, Hox, and Koch (2007) found that
interviewers’ habit to pre-contact sample unitspbpne can have a detrimental effect
on the response rate. In the three ESS sampleprdpertion of cases an interviewer

attempted by phone was negatively associated witkact propensity.

5.2.2 Cooperation propensity

Cooperation was modelled conditional on contactbl@e). This means that only
cases that were successfully contacted in persor w@nsidered in these models.
Cooperation was defined as successful if thereamasaterview for the sample unit in

the survey data. Since processes leading to caoperiffer from those leading to

contact (Lynn and Clarke 2002), the cooperation etedccounted for different

variables than the contact models, although theas wome overlap. Variables
specific to the cooperation model included the maaie timing of the first successful

contact with the household, whether during the eoafion process there was any
(respondent or household) refusal outcome, and hehghere was any change of

interviewer after in-person contact with the houddtad been established.

The significance levels of the predictors in thedels show that — similar to the
contact models — primarily measures of the fieldwprocess were significantly
associated with cooperation propensity, althoughasuees for the state of the
building and type of building (farm or single umgrsus multi unit housing) were also
important. The model fit of the cooperation modetss high, with the pseudo®R
ranging from .458 in Slovakia to .567 in Finland.

Mode of first successful household cont&tohm, Hox, and Koch (2007) found that
“interviewers who report that they normally showwpannounced [without making a
prior appointment by phone] to conduct an interviashieve higher cooperation
rates.” (p.105) The ESS models found the oppositesre the first successful contact
was by phone the probability of cooperation wasificantly higher in all three

countries. However, this may well be due to a dififee in operationalisation; most

importantly, in the ESS the mode of contact attempas not randomised over
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interviewers and sample units. In addition, BlohHgx, and Koch (2007) used
interviewers’ reported habits of pre-contactinggsone, while the analyses at hand

found an association between the observed congactode and cooperation.

Table 3: Cooperation propensity models for proeesights using ESS contact data

combined

Cooperation Finland Poland Slovakia model

b b b b
Mode of first contact: phone 2.57* 2.79 *** 1.75 *** 2.42 ***
Time of first f2f contact: evening 0.10 -0.29* -0.08 -0.16
No refusal 521+ 4,49 *** 3.38 *** 4.37 ***
Change of interviewer -1.35 1.16 *** 1.61 * 0.88 ***
Number of contact attempts
2 0.09 -0.37* -0.52 * -0.36 **=*
3 -0.11 -1.00 *** -0.81 * -0.88 ***
4 or more -1.106 -0.98 *** -0.24 -1.04 ***
Physical state of building:
Satisfactory -0.5%* -0.04 -0.44** -0.21 **
Bad -1.46%%* -0.31 * -0.53 -0.52 **%
Farm or single-unit housing 0.33 0.42 *x* 0.20 0.33***
Interviewer cooperation rate 0.0% 0.04 *** 0.05 *** 0.04 ***
Interviewer f2f contact rate -0.07 -0.01 0.00 -0.01
Interviewer f2f evening calling 0.00 0.01* 0.01 0.01*
Round 1 dummy 0.20 0.06 0.03
Round 2 dummy 0.06 0.26** 0.13
Poland dummy 0.3%
Slovakia dummy 0.25
Constant -0.22 -4.35 *x* -4.72 *** -4.71 **=*
Ch#? 2114 4067 1260 8234
Pseudo R 0.567 0.479 0.458 0.517
AIC 1646 4459 1519 7739
N 6461 7460 2205 16126

Legend: *p<0.05; **p<0.01; ***p<0.001

Notes: Coding of dependent variable ‘cooperatibmterviewed, 0 not interviewed but in-person
contact with the household achieved; Table shogi fnodel coefficients

Timing of first successful face-to-face househadtact While evening calls were
found positively associated with making contace(aéso Groves and Couper 1998;
Purdon, Campanelli, and Sturgis 1999; Stoop 20@garding cooperation sample

units that were first contacted in the evening wess likely to cooperate in Poland.

(Initial) refusal Unsurprisingly, across all countries cases thatven refused

participation were more likely to finally cooperdtean cases that (initially) refused.
Since the aim of this model is to subsequentlyvdedooperation propensities for
nonresponse weights, including this indicator ie thodel should result in lower

cooperation propensities for initially refusing s@enunits. In this way the process
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weights account for possible differences betweeactly cooperative and initially

refusing respondents (see also Billiet et al. 2007)

Change of interviewerThe model accounted for whether there was anygehanh
interviewer once in-person contact with the houtthad been achieved. There were
significant effects in all three countries. Howevetile in Poland and Slovakia a
change of interviewer was positively associatechwjidining cooperation, changing
the interviewer in Finland was associated with loweoperation propensities. One
should again note that no experimental setting wsesl to analyse the effect of a
change in interviewer. Therefore, the differenceseffects might well be due to
differences across countries in fieldwork strategiegarding when an interviewer

change took place.

Number of contact attemptEhe relationship between the number of contdetrgits
until contact was made (see contact model for diperaisation) and cooperation was
significant and of the same direction as the refeship between the number of
contact attempts and contact; however for coopmeratihis relationship was
considerably weaker. This shows that cases tha¢ @dificult to contact were also
difficult to gain cooperation from. Interestinglthis finding was in contrast with
much of the literature according to which theraasassociation between difficulty of
making contact and cooperation propensity (for gdamhepowski and Couper 2002;
Stoop 2005).

Quality of housingThere was a significant association between the stiaa sample
unit’s housing and their likelihood of cooperatidhe better the state of the housing
the more likely was cooperation. Those living itisfactory housing (compared to
good housing) were less likely to cooperate indidland Slovakia, and those living
in bad housing (compared to good housing) werellksly to cooperate in Finland

and Poland.

Type of housinglhe contact model showed that sample units livmgingle-unit
housing were more contactable in Finland and Poléamaddition, the cooperation
model showed sample units living in single-unit iog were also more likely to

cooperate in Finland and Slovakia.
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Interviewer strategiesThe interviewers’ cooperation rates were podiiassociated
with achieving an interview in all three countriés.Finland the interviewer contact
rate was negatively associated with cooperatiopgnsity. In Poland interviewers

who carried out a large proportion of their contatémpts in the evening were more
likely gain cooperation.

5.2.3 Response propensity

Response propensities were estimated as the prodiube estimated contact and
cooperation propensities. The process weights weza derived by inverting the

response propensities for respondents, centring the a mean of one and banding
the top quintile of the resulting process weiglotsrésponse.

5.2.4 The relationship between contact, cooperadiot response propensities

Table 4 shows that the composition of the overafirasponse rate differed between
the countries considered. While the nonresponse nariged from 63.9 percent in
Slovakia round 2 to 73.7 percent in Poland roundh2, in-person contact and
cooperation rates varied much more. In Poland dodaia the in-person contact
rates were above 90 percent in all rounds and dlo@earation rates were around 70
percent. In Finland however, the in-person contategs ranged from 70.4 percent in
round 3 to 80.2 percent in round 1. The cooperataias in Finland were always
above 90 percent. As mentioned previously, the iBinfieldwork relied heavily on
phone pre-contacting. The lower in-person contatésr (and the resulting high
cooperation rates that are conditional on contaet)ikely to have resulted from this.

Table 4: Outcome rates

Country and round Overall response rate | In-person ontact rate Cooperation rate
% % %
Finland round 1 73.3 80.2 91.5
Finland round 2 70.8 77.2 91.7
Finland round 3 64.5 70.4 91.6
Poland round 1 72.2 95.4 75.7
Poland round 2 73.7 98.8 74.6
Poland round 3 70.6 97.3 72.5
Slovakia round 2 63.9 93.4 68.4

Notes: Overall response rate: number of interviesagaple units / number of eligible sample units

In-person contact rate: number of sample unitsyrevireperson contact with the household was made /
number of eligible sample units

Cooperation rate: number of interviewed samplesunitumber of sample units, where in-person
contact with the household was made
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Further analyses looked at the relationship betwbenprobability of contact and
cooperation with final response probabilities byaaging the sample units’ contact,
cooperation and response propensities into stfadaiotiles. The discovered patterns
differed across countries (see Tables A2 and AZ\ppendix A). In Finland the

highest response propensity strata consisted exelysof cases with the highest
contactability. Some cases with high contactabiligre also found in low response
propensity quintiles, but not vice versa. Regarditing relationship between
cooperation and response propensity the cases were evenly spread, i.e. most
cases that had a high (low) cooperation properadgyg had a high (low) response
propensity, but there were also cases with a Hmh)(cooperation propensity and a

low (high) response propensity.

Poland and Slovakia many cases 