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Non-technical summary 

 

When analysing survey data to infer to the general population researchers assume that 

each selected person (from a probability sample) was contacted and interviewed. 

However, in every survey there are persons that can either not be contacted or are 

contacted but not interviewed, i.e. they are nonrespondents to the survey. The extent 

to which the sample is contacted by the interviewers (i.e. the contact rate) can differ 

across surveys. In a cross-national survey this contact rate can also differ across 

countries. Differences in contact rates can pose a problem for cross-national 

comparisons if the composition of the contacted sample differs across countries.  

 

Countries in a cross-national survey can differ in (1) population composition, (2) the 

way fieldwork is carried out and (3) the effect of (1) and (2) on the contact rate. This 

paper investigates which fieldwork factors are associated with the contact probability 

of a sampled person in the European Social Survey (ESS). We look at factors 

associated with contact within seven ESS countries (Belgium, Finland, Greece, 

Ireland, Portugal, Spain and the UK) and at factors associated with differences in 

contact rates between two countries. For the cross-national analysis we aim to 

disentangle which part of the difference in contact rates is due to differences in 

population composition, which part is due to differences in the way the ESS was 

implemented and which part is due to differences in the effect of the population 

composition and fieldwork implementation on the contact rate.   
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Abstract 
 
In the European Social Survey (ESS) contact rates differ across countries. These 
differences are broadly due to (1) differences in survey implementation, (2) 
differences in population characteristics associated with contact propensity and (3) 
differences in the association between 1 or 2 and contact propensity. This paper 
investigates correlates of contact within and across ESS countries by decomposing 
cross-country differences in predicted mean contact propensities into (population and 
fieldwork) characteristics effects, coefficients effects and a pseudo-interaction effect. 
The findings shed light on the cross-national comparability of the manipulable aspects 
of the contacting process. In addition, we distinguish factors explaining within-
country contact propensity from factors explaining cross-country differences. 
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INTRODUCTION 

Cross-national comparisons of fieldwork outcomes uncover differences in contact 

rates across countries (e.g. de Leeuw & de Heer, 2002; Billiet et al., 2007). These 

differences are broadly due to (1) differences in the way the survey was implemented, 

(2) differences in the distribution of population characteristics associated with the 

propensity to be contacted and (3) differences in the association between 1 or 2 and 

the propensity to be contacted (e.g. making contact attempts on Sundays may be very 

helpful in one country but have no effect in another country) (Blom et al., 2009). 

Conventional methods for analysing the differences in contact rates examine the 

processes within each country, differences in processes across countries (e.g. by 

comparing the coefficients of separate within-country models) or look at country-level 

differences in response outcomes (e.g. Goyder, 1985; Lipps & Benson, 2005). 

Differences across countries in the distributions of survey and population 

characteristics (1 and 2) are usually ignored.   

 

This paper analyses differences in contact rates across seven countries in the first 

round of the European Social Survey (ESS). The ESS collects detailed contact and 

neighbourhood information for each sample unit, i.e. respondents and non-

respondents. These data are especially well-suited for modelling the contacting 

process in each ESS country. Yet, the ESS country populations vary in the distribution 

of these population characteristics. In addition, even though some fieldwork strategies 

are standardised in the ESS, the survey implementation varies across countries.  

 

We aim to identify characteristics associated with differences in contact propensity 

across countries. Differences in contact rates between two countries are decomposed 

into differences due to differential survey characteristics, differential population 

characteristics, differential coefficients and a pseudo-interaction. The findings shed 

light on the extent to which the manipulable aspects of the contacting process are 

comparable across countries and whether standardising fieldwork procedures would 

lead to equivalent contact rates and sample compositions. At the same time we aim to 

distinguish factors that explain contact propensity within a country from those that 

explain differences in contact rates across countries. 
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CONCEPTUAL MODEL 

In a first step we describe the conceptual model used for analysing differences in 

contact rates across countries (see Figure 1). The contact rate achieved in any 

particular survey is the result of an underlying (or latent) contact propensity for each 

sample unit. This contact propensity is a random variable and is a function of each 

sample unit’s characteristics, the way a survey is implemented and the way a sample 

unit (with given characteristics) reacts to a survey request (of a given 

implementation). 

 
 

 
The sample unit characteristics consist of micro-level individual characteristics (such 

as employment status, family situation, living situation and leisure-time habits) and 

macro-level country characteristics (such as survey culture and GDP). Both, macro 

and micro-level sample unit characteristics influence a sample unit’s accessible at-

home patterns (Groves & Couper, 1998). The survey characteristics can also be 

divided into micro-level survey characteristics (such as the number, timing and mode 

of contact attempts and interviewer experience) and macro-level survey characteristics 

Processes (model coefficients) 

Contact propensity 

Sample-unit characteristics 
(non-manipulable) 
 
Micro-level (sample-unit level): e.g. 
employment status, family situation, 
leisure-time habits 
 
Macro-level (country-level): e.g. 
survey culture and GDP 

Survey characteristics 
(manipulable) 
 
Micro-level (interviewer and 
sample-unit level): e.g. number and 
timing of calls, interviewer 
experience 
 
Macro-level (survey-level): e.g. call 
schedules, survey organisation 

Contact? Yes/No 

Contact rate 

Figure 1: Determinants for cross-country differences in contact rates 
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(such as the issuing of advance letters and the rules, management structure and 

traditions of a survey organisation). Sample unit characteristics are non-manipulable, 

i.e. when implementing a survey they cannot be influenced to maximise the contact 

rate. Survey characteristics, however, are (at least to some extent) manipulable.  

 

Regarding differences in contact rates across countries, survey characteristics can vary 

across countries depending on choices made by the researcher, survey manager and 

interviewer. The distribution of sample unit characteristics, whilst not manipulable, 

can also vary across countries; for example due to differences in population structures, 

histories and cultures (Lyberg & Dean, 1992). In addition, countries may differ in the 

extent to which these characteristics are associated with contact. This means that the 

processes that translate the sample unit and survey characteristics into an underlying 

contact propensity (and the subsequent contact rate) may differ. Differences in contact 

rates across countries can therefore be influenced by differences in manipulable and 

non-manipulable characteristics, as well as differences in processes. 

 

According to Groves and Couper (1998) three factors determine whether sample units 

in face-to-face household surveys are contacted by the interviewer: “a) whether there 

are any physical impediments (locked gates, locked apartment entrances) that prevent 

visiting interviewers to alert the household to their presence, b) when household 

members are at home, and c) when and how many times the interviewer chooses to 

visit.” (Groves & Couper, 1998, p.80) Of these, the first two factors, the physical 

impediments and the at-home patterns, are outside the influence of the researcher, i.e. 

they are not manipulable. The last factor, i.e. the effort made by the interviewer or the 

fieldwork organisation is manipulable. In analysing differences in contact propensity 

across countries we distinguish between factors that are naturally different across 

countries and those that can be influenced. This serves to find out whether 

standardised fieldwork would lead to comparable contact rates across countries.  

 

There is one caveat though that necessitates mentioning: macro-level manipulable 

factors, such as advance letters, incentives and interviewer instructions, show no 



4 
 

variation within ESS countries analysed here, though they do vary across countries1. 

Since the macro-level factors are invariant within each country, their effect cannot be 

identified. (Only if the sample was a random sample of a much larger number of 

countries would this be possible, e.g. in a multi-level model (see Hox, 2002)). 

Consequently, the analysis at hand cannot draw conclusions about the effects of the 

macro-level factors. 

 

Based on this conceptual model our analyses attempt to disentangle the cross-national 

muddle of differential contact rates at the example of the ESS. The analyses 

decompose differences in contact rates across countries into differences due to  

• differential micro-level manipulable characteristics (i.e. differences in survey 

implementation) and micro-level non-manipulable characteristics (i.e. differences in 

sample unit characteristics)  

• differential processes and  

• an interaction between the differences in characteristics and the differences in 

processes. (For example making contact attempts on a Sunday may be more 

effective in country A than in country B, and country A may make more Sunday 

contact attempts than country B.) 

 

Consequently, the paper not only considers differences in contact rates but also 

differences in the composition of the contacted sample. Two countries could have 

equal contact rates, but very different sample compositions (due to different fieldwork 

processes or population characteristics).  

 

DETERMINANTS OF CONTACT 

A major determinant of contact in the literature is the timing of contact attempts. Calls 

on a weekday evening or at the weekend have been found to be most effective for 

making contact (see Groves & Couper, 1998; Purdon et al., 1999; Stoop, 2005; Lipps 

& Benson, 2005). The relationship between the number of calls made and successful 

contact is less well documented, largely due to measurement problems in the absence 

                                                 
1 A number of countries have carried out fieldwork experiments in different ESS rounds (e.g. incentive 
experiments in Poland and the UK and a fieldwork schedule experiment in Switzerland). However, 
none of these countries/rounds are included in the analysis of this paper. For general information on the 
use of incentives, advance letters, fieldwork period and other ESS implementation issues please consult 
the ESS Documentation Report for round 1 (ESS, 2003). 
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of call-level contact data. Lynn and Clarke (2002) for example urge survey 

practitioners to record separately the number of contact attempts leading up to first 

contact and those leading up to a refusal or interview, rather than just a total number 

of contact attempts.  

 

Interviewer-related variables are also prominently associated with the probability of 

making contact. O’Muircheartaigh and Campanelli (1999) found that interviewers 

who are good at gaining cooperation are also good at making contact. Furthermore, 

the workload of interviewers is generally found to be negatively associated with 

contact rates. Botman and Thornberry (1992) for example argue that increases in 

workload mean that interviewers have less time to attempt contact at the productive 

times of day (e.g. in the evening). Lipps and Benson (2005) report that interviewers’ 

habit of using the phone to attempt contact is related to their ability to make contact 

with the household. 

 

Non-manipulable factors associated with contact propensity are measures of the 

sample unit’s at-home patterns or impediments to access (Groves & Couper, 1998). If 

sample units are more likely to be at home at times that interviewers tend to call (e.g. 

on weekdays during daytime), they are also more likely to be contacted. Contact is 

found to be easier amongst the elderly and more difficult amongst young people 

(Groves & Couper, 1998; de Leeuw & de Heer, 2002; Stoop, 2005; Lipps & Benson, 

2005). Single persons and those in employment are less likely to be contacted, whilst 

households with young children have a higher contact propensity (Groves & Couper, 

1998; Lynn & Clarke, 2002; Stoop, 2005). Living in multi-unit housing is associated 

with a lower probability of contact as is living in urban areas (Campanelli et al., 1997; 

Groves & Couper, 1998; Stoop, 2005). However, Groves and Couper (1998) note that 

the urbanicity effect disappears once multi-unit housing structures are controlled for. 

In addition, the effect of multi-unit housing might be due to more single people living 

in these types of buildings. Lipps and Benson (2005) further find that those living in 

low quality housing are less likely to be contacted. Impediments to access in face-to-

face surveys are typically locked apartment buildings, intercom and locked gates 

(Groves & Couper, 1998; Lipps & Benson, 2005). 
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DATA AND OPERATIONALISATION  

To illustrate the components of cross-national differences in contact rates, data from 

the first round of the ESS are used. The ESS is a biennial cross-national face-to-face 

survey of social and political attitudes across more than twenty countries in Europe, 

and was first fielded in 2002. In addition to the data collected in the interview, the 

ESS interviewers use standardised contact forms to collect information on the 

contacting and cooperation process and on the neighbourhood of all sample units. 

Seven ESS countries, where contact and neighbourhood data of sufficient quality 

were available and where the distributions of the dependent variable varied 

sufficiently, are examined. These are Belgium, Finland, Greece, Ireland, Portugal, 

Spain and the UK. In a subset of these countries (Belgium, Finland, Portugal and the 

UK) an interviewer questionnaire was administered to the ESS interviewers. Though 

the questionnaire primarily gathered information on interviewer strategies for gaining 

cooperation, it also collected general interviewer characteristics. These characteristics 

are used as additional variables for modelling contact in these four countries.  

 

Unfortunately, for some countries the round 1 ESS contact data contained a large 

number of cases with missing items; especially in the neighbourhood variables. In 

later rounds the quality of the contact data improved. Despite this we decided to use 

round 1 contact data because the additional interviewer questionnaire was only 

administered in the first round. The seven countries selected for analysis here were 

amongst other reasons chosen because their contact data were of sufficient quality; i.e. 

there were no major inconsistencies or missing cases in the outcome variables and in 

less than 2% of cases were all values on the neighbourhood variables missing 

(Appendix A1 lists reasons for excluding countries from our analysis). 

 

The ESS contact data enable us to examine detailed measures of the contacting 

process in a cross-national context. Given call-level information (i.e. on each contact 

attempt) is available for each sample unit we can derive many of the manipulable 

factors that other researchers have found to be relevant in predicting contact. Table 1 

lists all the (derived) variables examined.  
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Table 1: Determinants of contact and their operationalisation 
 

 Variable description 
  

M
an

ip
ul

ab
le

 fa
ct

or
s 

• Whether contact was ever attempted on a weekday evening, on a Saturday, 
on a Sunday 

• Natural log of the number of in-person contact attempts until contact (for 
final non-contacts total number of in-person contact attempts) 

• Interaction terms:  
ever attempted in the evening * log (number of in-person contact attempts) 
ever attempted on a Saturday * log (number of in-person contact attempts) 
ever attempted on a Sunday * log (number of in-person contact attempts) 

• Interviewer ability: the ESS interviewer cooperation rate 
• Workload: number of sample units the interviewer worked on 
• The percentage of sample units that the interviewer attempted by phone 
• Interviewer contacting strategy: the percentage of contact attempts the 

interviewer made on a weekday evening, on a Saturday, on a Sunday  
 

N
on

-m
an

ip
ul

ab
le

 f
ac

to
rs

  

• Whether there was any intercom at the housing unit  
• Whether there were any security features at the housing unit 
• Whether housing unit was a farm or single-unit housing (omitted category is 

multiunit housing) 
• Physical state of buildings in the area: satisfactory state or bad state (omitted 

category is good state) 
• State of the sampled housing unit compared to other housing units in the 

area: better or worse (omitted category is same) 
• Urbanicity: percentage of farms or single housing units in the assignment of 

the interviewer making the first contact attempt 
 

Note on interviewer-related variables: where more than one interviewer worked on a sample unit the 
derived interviewer variable relates to the interviewer who made contact or, if no contact was achieved, 
to the last interviewer; unless stated otherwise 
 
A central set of variables in our analysis is the timing and number of contact attempts. 

The importance of the timing of a contact attempt may depend on the number of 

contact attempts until contact is made or, in case of a final non-contact outcome, total 

number of contact attempts. This means that we assume that the association between 

successful contact and ever calling at the weekend/in the evening differs when one 

contact attempt is made from when ten contact attempts are made (see also Philippens 

et al. (2003) on contact probabilities in the ESS and timing of call at the first, second 

and further calls). Furthermore, given the left-skewed distribution of the number of 

contact attempts we take the natural logarithm of the number of contact attempts 

(Goyder, 1985; Olson, 2006).  
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Regarding interviewers’ strategies for achieving contact there are a number of factors 

that we can account for in the ESS. We derive indicators of interviewer cooperation 

rates on the ESS, the ESS workload of interviewers and the percentage of sample 

units an interviewer attempted by phone. In addition, we assume that successful 

interviewers attempt contact on weekends, Saturdays and Sundays for a larger 

proportion of their calls. Therefore, we derive indicators of the interviewers’ calling 

strategies with regards the timing of their contact attempts.  

 

With respect to the non-manipulable factors the ESS contact data are a little more 

limited compared to the manipulable factors. Available measures primarily describe 

impediments to access or are indirect measures of the sample unit’s socio-economic 

status. Direct measures of the sample unit’s age, gender, education, employment etc. 

are not available. (Though some countries do have information on this from their 

sampling frame, this is not collected in a standardised way or made available via the 

data archive.) The lack of direct measures of sample unit characteristics is not ideal; 

however, it should not be detrimental. While including non-manipulable 

characteristics improves the accuracy of the models, they merely describe differences 

between countries, but cannot inform decisions about how to optimise fieldwork 

efficiency (though they can inform adjustments for non-response bias). One should 

further note that in their operationalisation it is often unclear whether non-

manipulable factors are impediments to access or whether they describe a sample 

unit’s characteristics and therefore also their at-home pattern. For example, an 

intercom at a housing unit is an impediment. However, since multi-unit houses are 

more likely to have intercoms than single-unit houses, intercoms are correlated with 

the sample unit’s socio-demographic characteristics, which in turn are related to their 

at-home pattern. At-home patterns and impediments can therefore be influenced by 

the same socio-environmental and socio-demographic attributes. We examine two 

measures of barriers to entry, presence of an intercom and any security features at the 

house. Furthermore, we look at three non-manipulable factors that were found to be 

related to contact propensity: the type of housing, the physical state of buildings in the 

area and the state of the sampled housing unit compared to other housing units in the 

area. Finally, we control for urbanicity with a derived measure of the percentage of 

farms and single housing units in an interviewer’s assignment.  
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METHOD 

The analyses consist of three components. First, we look at distributional differences 

across countries in the manipulable and non-manipulable factors that might be 

associated with people’s contact propensities. Second, we model contact propensity in 

each country in a logit model and discuss differences in the optimal specification 

across countries. Contact is defined as a dummy variable where 1 denotes that in-

person contact with the household was established. Finally, we carry out the central 

analysis of this paper: a decomposition of differences across countries in contact rates 

into (1) differences due to differences in manipulable survey and non-manipulable 

sample unit characteristics (characteristics effect), (2) differences due to the 

differential effect of these characteristics on the contact propensity (coefficients 

effect) and (3) differences due to a pseudo-interaction between (1) and (2). In 

addition, a detailed decomposition of the characteristics effect looks at which 

characteristics contribute most to the differences in contact propensities across 

countries. Since the decomposition method (also known as counterfactual analysis) is 

not a standard analysis technique in survey methodology (cf. Nicoletti & Buck, 2004) 

it is described in the following. 

 

Aggregate decomposition 

The general aim of the aggregate decomposition is to separate out differences in the 

outcome (i.e. contact propensity) into differences due to distributional differences in 

the sample characteristics (i.e. the variables included in the model) and those due to 

differences in the coefficients.  

 

Contact is the binary dependent variable. In a logit model, the predicted contact 

propensity iŷ for each sample unit i is estimated by 

)( 211

1
),(ˆ

iXi e
XFy βββ +−+

== ,        

where β2 is the vector of all coefficients estimated for the matrix of characteristics Xi. 

A country’s predicted contact rate then corresponds to the mean predicted contact 

propensityy .  

∑
=

=
N

i
iy

N
y

1

ˆ
1            
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(2) 

(3) 

The difference in mean predicted contact propensity between two countries A and B is 

a function of the coefficients and the characteristics in the country models. 

),(),( BBAABA XFXFyy ββ −=− .       (1) 
 

Figure 2 below illustrates the country difference in mean predicted contact propensity 

that we decompose. We aim to describe how the mean predicted contact propensity 

would change, if both the characteristics X and the coefficients β changed from those 

of country A to those of country B (dotted arrow in panel 1). We investigate the extent 

to which the country difference in contact rate is due to a difference in characteristics 

and to what extent it is due to a difference in coefficients. For this we estimate the 

mean predicted propensity associated with the characteristics of country A evaluated 

at the coefficients of country B (box 2 in panel 2) and the contact propensity 

associated with the characteristics of country B evaluated at the coefficients of 

country A (box 3 in panel 2). Changing the coefficients from those of country A to 

those of country B (box 1 – box 2 or box 3 – box 4) describes coefficients effects. 

Changing the characteristics from those of country A to those of country B (box 1 – 

box 3 or box 2 – box 4) describes characteristics effects.  

 
Figure 2: Illustration of differences in mean predicted contact propensities 

  Coefficients 

 Country A Country B 

Country A 
1 

F(βA,XA) 
2 

 

C
ha

ra
ct

e
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Country B 
3 

 
4 

F(βB,XB) 

 

  Coefficients 

 Country A Country B 

Country A 
1 

F(βA,XA) 
2 

F(βB,XA) 

C
ha

ra
ct

e
ris

tic
s 

Country B 
3 

F(βA,XB) 
4 

F(βB,XB) 

 

In mathematical notation we expand the right-hand side of equation (1) by adding and 

subtracting F(βB,XA), F(βA,XB) and F(βB,XB). 

( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ]BBBBBABAABABBBAA

BA

XFXFXFXFXFXFXFXF

yy

,,,,,,,, ββββββββ −+−+−+−=
−

 
By rearranging the addends in (2) we get (Even & Macpherson, 1993) 

( ) ( )[ ] ( ) ( )[ ] ( ) ( ) ( ) ( )[ ]BABBABAABBBABBAB

BA

XFXFXFXFXFXFXFXF

yy

,,,,,,,, ββββββββ −+−+−+−=
−

 
    characteristics effect    coefficients effect     pseudo-interaction effect 
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The difference in the mean predicted contact rate between countries A and B is 

therefore composed of three parts. The first addend describes the difference in 

predicted probabilities arising from a change in sample characteristics assuming that 

the coefficients remain unchanged (characteristics effect). This characteristics effect 

indicates how many percentage points the predicted contact rate in country B would 

have been higher (lower) if country B had had the manipulable and non-manipulable 

characteristics of country A. The second addend describes the difference in predicted 

probabilities arising from a change in coefficients assuming that the characteristics 

remain unchanged (coefficients effect). This coefficients effect indicates how many 

percentage points the predicted contact rate in country B would have been higher 

(lower) if country B had had the coefficients of country A. The third addend reflects 

the extent to which these two assumptions are simultaneously broken; i.e. that some 

variables simultaneously have different coefficients and different distributions. This is 

similar to an interaction effect in regression analyses. Note that the predicted 

characteristics and coefficients effects differ depending on whether 
BA yy −  or 

AB yy −  

is estimated. In the former the characteristics effect expresses that we evaluate a 

change in characteristics from country A to country B at the coefficients of country B. 

In contrast, in the latter comparison the characteristics effect expresses that we 

evaluate a change in characteristics from country B to country A at the coefficients of 

country A. Equivalently, a change in coefficients between country A and B is 

evaluated at the characteristics of country B in the first and at the characteristics of 

country A in the second case. The choice of reference country is therefore central to 

decomposition analyses. 

 

Choosing a reference country 

The comparison of two subgroups as described in the aggregate decomposition above 

is the standard type of comparison. This standard decomposition makes sense when 

comparing subgroups that are inherently binary, e.g. men and women. However, 

comparing contact rates across countries is not a binary problem. Though one can 

compare all possible pairs of countries with each other, this is rather tedious and 

unintuitive when more than three countries are involved. Comparing seven ESS 

countries with each other (plus the comparisons with the opposite reference group) 

yields 42 comparisons, with each a characteristics effect, a coefficients effect and a 
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(4) 

pseudo-interaction effect. In addition to the sheer number of results that need to be 

interpreted, one would also need to make sense of the possibly different results 

depending on which two countries are involved in the comparison. 

 

In this paper we use the UK as the reference country in all the decompositions. The 

rationale behind this is that the ESS was in many ways modelled on the UK-way of 

designing and implementing surveys: the questionnaire is developed in British 

English, the maximum number of sample units to be assigned to an interviewer is 48, 

which corresponds to the norm in the UK’s largest social survey organisation; 

interviewers’ contacting schedules need to contain at least one evening and one 

weekend call to each sample unit, which is a requirement based on research findings 

from UK studies (Campanelli et al., 1997; Purdon et al., 1999; Groves and Couper 

(1998) found similar associations for the US). Based on equation (3) and with the UK 

as the reference country the decomposition of the difference in contact rates between 

the UK and another country C is 

( ) ( )[ ] ( ) ( )[ ] ( ) ( ) ( ) ( )[ ]CUKCCUKCUKUKCCCUKCCUKC

CUK

XFXFXFXFXFXFXFXF

yy

,,,,,,,, ββββββββ −+−+−+−=
−

 

Detailed decomposition of the characteristics effect 

The aggregate decomposition decomposes the difference in contact rates between the 

UK and each of the six other countries into a characteristics effect, a coefficients 

effect and a pseudo-interaction effect. We can further decompose the characteristics 

effect by looking at the contribution of individual characteristics (as a part of the 

whole characteristics effect). While there are different ways of looking at the 

contribution of separate characteristics, the by now most common and simplest is to 

evaluate the contribution of each characteristic at their sample mean and weight the 

characteristics effect by this contribution. The proportion of the characteristics effect 

due to the rth variable then is (Even & Macpherson, 1993; Yun, 2004) 

( ) ( ) ( )
( ) ( ) ( )[ ]CCUKC

Kr

r CUKC

r
C

r
UK

r
C

CCUKC XFXF
XX

XX
XFXF ,,,,

1

ββ
β
βββ −









−
−=− ∑

=

=

. (5) 

 

The total characteristics effect is the sum of the effects of each separate characteristic 

r. The contributions of the dummies of a categorical variable need to be examined 

together, because their contribution will depend on the choice of omitted category. 
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The sum of the characteristics effects of the categories (dummies), however, is 

invariant to the choice of omitted category (Yun, 2005). 

 

Interpreting the decompositions 

The results from decompositions can yield new insights into explanations for 

differences in contact rates across countries. The aim in this paper is to find 

significant characteristics effects of manipulable survey characteristics that have an 

influence on the differential contact propensity. The decompositions then show what 

the contact rate in Belgium / Finland / Greece / Ireland / Portugal / Spain would have 

been, had these countries adopted similar fieldwork strategies as the UK. 

 

Where the aggregate decompositions yield large coefficients effects the interpretation 

is a little intricate. The coefficients effects indicate that the characteristics included in 

the model either have a different effect on contact propensity across countries or that 

these characteristics do not explain the difference in contact rate, i.e. at least one 

relevant variable was omitted from the model. In either case, the manipulable 

characteristics that were measured then do not explain the difference in contact rate.  

 

Interpreting decompositions with large pseudo-interaction effects is also difficult. The 

interaction term reflects the extent to which the two assumptions of the characteristics 

and coefficients effects are simultaneously broken i.e. some variables simultaneously 

have different coefficients and different distributions. As a result, in models where a 

large proportion of the difference in contact rate is due to a pseudo-interaction the 

characteristics and the coefficients effects are difficult to interpret.  

 

RESULTS 

Our data allow us to fit logit models of contact in seven countries (Belgium, Finland, 

Greece, Ireland, Portugal, Spain and the UK) and decompose the differences in 

contact rates between the UK and the other six countries. Only cases where at least 

one contact attempt was made in person were included in the analyses. The reason for 

this is that we define contact as in-person contact with the household. Cases where no 

in-person contact attempts were made, therefore, had no chance of being contacted. 

Furthermore, if all neighbourhood characteristics were missing for a sample unit the 
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case was dropped from the analyses.2 In total, 4.5% of cases (960 out of 21,433) had 

to be dropped because of no in-person contact attempts to the case or missing 

neighbourhood characteristics. The largest proportion of cases had to be excluded in 

Finland, where 442 cases (16.5%) were never attempted in person. In the other 

countries the proportion of cases excluded from the analysis ranged from 0.2% in 

Spain to 6.4% in Belgium. 

 

In the following we present the results of our analysis. The descriptive statistics and 

the logit models are only briefly presented (Table 2 and Table 3). They are discussed 

in detail together with the results from the decomposition analysis. Only variables that 

were significant at the 5-percent level in the logit model of at least one country were 

included in the analyses. The following variables were not statistically significant.  

• Type of housing: whether the sampled person lived in a single-unit house 

(including farms) or a multi-unit house. The urbanicity of the area, i.e. the 

percentage single-unit houses and farms in an interviewer’s assignment (excluding 

re-issues), however, was significantly associated with probability of contact. Once 

the type of housing was excluded from the models, the indicator for whether there 

was an intercom at the housing unit showed a significant association with the 

probability of contact.  

• Security features: whether there were any security features at the house, such as 

security lights, bars on the windows or alarm systems. 

• Contact attempts by phone: whether contact with the sample unit was ever 

attempted by phone. A variable indicating the percentage of cases that the 

interviewer attempted by phone, however, was found to be significant in Finland. 

 

 

                                                 
2 In total 763 cases had to be excluded from the analysis because no in-person contact attempt had been 
made. An additional 197 cases were excluded due to missing neighbourhood information. 
 UK Belgium Finland Greece Ireland Portugal Spain Total 
No in-person contact attempt 2 171 442 7 77 60 4 763 
Neighbourhood vars missing 77 32 9 0 78 0 1 197 
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Table 2: Descriptive statistics UK Belgium Finland Greece Ireland Portugal Spain Total 
         
         

Contact rate (%) 95.0 95.3 95.7 98.0 93.3 96.4 89.7 94.6 
         
Manipulable factors         
         
Timing of contact attempts         
% of cases ever attempted on a weekday daytime (before 5pm) 88.8 63.8 82.2 62.8 75.0 54.7 77.4 72.9 
% of cases ever attempted on a weekday evening (after 5pm) 23.0 29.6 17.0 28.5 23.9 31.5 35.7 27.2 
% of cases ever attempted on Saturday 25.2 22.8 2.9 21.7 20.4 50.0 19.1 22.7 
% of cases ever attempted on Sunday 9.0 3.0 1.6 20.6 4.3 32.7 12.2 11.4 
         
Mean number of in-person contact attempts per sample unit 2.4 1.4 1.1 1.6 1.7 2.4 2.1 1.8 
Standard deviation 2.2 1.0 0.5 1.2 1.2 1.8 1.7 1.5 
         
Mean interviewer cooperation rate (%)*  47.5 59.6 72.6 77.6 70.3 72.4 52.4 63.5 
Standard deviation (%) 14.8 19.7 11.3 21.0 16.3 18.9 20.0 21.0 
Missing (n) 2   1 1   4 
         
Mean interviewer workload (cases worked on)* 29.1 21.2 23.4 25.1 32.2 47.3 47.4 32.0 
Standard deviation 11.7 10.8 8.9 12.7 14.1 20.1 39.8 22.3 
         
Mean % of cases in workload phoned by the interviewer* 0.4 8.9 90.7 0.7 1.9 4.4 0.5 12.4 
Standard deviation (%) 1.2 14.4 8.8 2.3 4.2 7.7 1.7 28.7 
         
Interviewer calling strategy         
Mean % of an interviewer’s in-person calls on a weekday daytime (before 5pm)* 67.8 55.1 79.1 51.3 61.2 33.8 58.0 58.5 
Standard deviation (%) 18.3 24.8 12.9 22.1 20.9 15.7 20.4 23.1 
Mean % of an interviewer’s in-person calls on a weekday evening (after 5pm)* 14.2 23.9 16.5 20.4 16.9 17.8 22.6 19.0 
Standard deviation (%) 11.5 18.9 11.5 13.5 15.2 10.9 14.7 14.5 
Mean % of an interviewer’s in-person calls on a Saturday* 13.2 17.6 2.9 14.3 13.3 28.4 12.1 14.3 
Standard deviation (%) 11.8 21.1 5.7 14.3 11.8 13.2 13.5 15.2 
Mean % of an interviewer’s in-person calls on a Sunday* 4.7 2.4 1.4 13.9 2.6 19.9 7.3 7.1 
Standard deviation (%) 7.6 7.1 2.8 15.2 4.0 12.3 9.8 11.1 
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Non-manipulable factors UK Belgium Finland Greece Ireland Portugal Spain Total 
         
         

Intercom/entry phone at the address (%) 9.9 21.9 10.3 38.1 4.4 42.3 68.1 28.0 
         
State of buildings in the area (%)         
Good state  63.0 67.0 72.9 40.2 73.5 48.8 51.3 59.3 
Satisfactory state 33.6 28.2 24.4 50.3 22.9 44.1 40.5 35.1 
Bad state 3.4 4.8 2.7 9.5 3.6 7.1 8.2 5.7 
Missing (n)  1 26 18  30 3 62 140 
         
State of sampled address compared to the area (%)         
Better 11.0 17.6 15.7 20.9 21.2 16.7 16.2 17.0 
Same 82.2 74.1 77.2 68.1 70.7 75.4 77.6 75.1 
Worse 6.7 8.3 7.2 11.0 8.1 7.9 6.2 7.9 
Missing (n) 4 29 29  33 3 69 167 
         
Urbanicity         
Mean % cases of multi-unit housing in interviewer assignment 16.6 14.6 37.2 47.2 2.1 41.4 67.6 32.0 
Standard deviation (%) 17.3 17.6 20.9 30.8 5.2 24.1 29.1 31.0 
Mean % cases of single-unit housing in interviewer assignment 80.8 80.0 55.5 52.2 81.7 53.6 29.4 62.4 
Standard deviation (%) 18.2 17.5 18.7 30.8 15.0 22.6 26.7 29.2 
Mean % cases of farms in interviewer assignment 0.5 2.3 6.1 0.4 11.5 0.9 2.9 3.4 
Standard deviation (%) 2.0 4.4 7.7 2.6 14.4 2.6 10.7 8.6 
         
         

Base 3,592 2,984 2,276 3,219 2,995 2,132 3,288 20,486 
         
Note: * weighted for all sample units         
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Table 3: Logit models of contact 
 

 UK  Belgium  Finland  Greece  Ireland  Portugal  Spain  
 b  b  b  b  b  b  b  

Ever called in the evening 1.747 * 0.563  0.345  -0.377  0.328  -5.128 ***  -0.231  
Ever called on a Saturday 4.635 ***  -0.039  -0.989  -2.072  -0.142  -0.857  0.156  
Ever called on a Sunday -0.423  0.466  1.327  -2.516  -1.504 * -5.412 ***  0.798  
Log (# in-person contact attempts) -0.619 ** -1.624 ***  -1.597 ***  -4.483 ***  -2.479 ***  -6.821 ***  -1.193 ***  
Log(attempts)*evening -1.446 ** -0.969 ** -1.792 ** -0.008  -0.465  3.108 ***  -0.451  
Log(attempts)*Saturday -2.698 ***  -0.123  -0.175  1.266  0.262  0.573  -1.122 ***  
Log(attempts)*Sunday -0.092  -0.694  -2.215  1.392  1.398 * 3.147 ***  -1.28 ** 
Interviewer workload 0.001  -0.021 * -0.005  0.005  0.01  0.008  0.001  
Interviewer ability (cooperation rate) 0.005  0.033 ***  0.053 ***  0.024 ***  0.009  -0.02 * -0.007  
Interviewer calling strategy: 
 Evening calling 0.034 ** 0.006  0.016  0.004  0.019 ** -0.04 * 0.011  
 Saturday calling -0.006  0.001  -0.026  0.006  0.02 * -0.018  0.005  
 Sunday calling 0.01  -0.011  0.081  -0.003  0.012  -0.034  0.007  

Interviewer phone contacting  -0.031  0.01  -0.04 * -0.022  0.024  -0.002  0.005  
Any intercom -0.433  -0.233  0.158  0.555  0.127  -0.903 ** 0.346  
Physical state of building:  
 Satisfactory -0.046  -0.189  -0.142  -0.192  -0.055  -0.316  -0.047  
 Bad -1.165 ** -0.035  -1.408 * 0.843  -0.742  0.098  -0.21  
Comparative state of building:  
 Better 0.191  1.258 ***  -0.147  0.641  0.976 ***  0.185  0.001  
 Worse 0.465  -0.071  0.162  -0.235  0.485  -0.876  -0.591  

Urbanicity (farms, single-unit housing) 0.001  0.003  0.013 * -0.01  0.021 ** -0.015 * 0.003  
Constant 3.457 ***  2.199 ***  2.846  7.619 ***  0.798  17.657 ***  4.087 ***  
Chi2 512.499  293.206  195.093  290.437  437.913  239.01  930.042  
Pseudo R2 0.362  0.258  0.243  0.468  0.299  0.361  0.425  
N 3590  2984  2276  3218  2994  2132  3288  
 
Legend: *p<0.05; **p<0.01; ***p<0.001 
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Logit models 

In a next step we fitted the same logit models in all countries to compare the coefficients of these 

models across countries. Modelling decisions were based on the literature discussed above. 

Categorical variables were included as dummies and the category that was modal across most 

countries was omitted. A small amount of missing values was captured in the modal (omitted) 

category. Other item-missing cases were list-wise deleted; since their number is small (seven cases 

across the seven countries) this is unlikely to have a significant impact on the analysis. In the case 

of the interviewer calling strategy and urbanicity the variables are not strictly speaking categorical; 

nevertheless, to prevent multicollinearity one of the composite variables was omitted. In Table 3 the 

logit coefficients of seven models of contact are displayed; one model for each country included in 

the analysis. 

 

The χ2 tests and McFadden’s R2 show that the model fit is good yet varies across countries. In 

addition, Wald tests and Likelihood Ratio tests were performed to confirm the significance of the 

variables in the model. While there are some similarities across countries in the relevant variables, 

there are also many differences. Overall, the logit models give insight into manipulable and non-

manipulable factors associated with contact propensity in the seven countries. However, they cannot 

explain which factors are associated with differences in contact propensity across countries. The 

interpretation of the logit models is limited since they only reveal differences in the processes 

correlated with contact but not differences in the characteristics. Finding out whether differences in 

contact rates are due to differences in characteristics, due to differences in coefficients or both is the 

purpose of the decomposition analysis that follows. 

 

Decompositions 

The results from the decompositions between the UK model and each of the other six countries are 

listed in Table 4. The first part of the table displays the mean predicted probability of contact for the 

UK model (row 1), for the country models (row 2) and the mean predicted contact probability when 

evaluating each country’s characteristics at UK coefficients (row 3) and when evaluating UK 

characteristics at the coefficients of each country (row 4). The fifth row displays the difference in 

mean predicted contact probabilities (i.e. contact rates) between the UK model and the model in 

each of the other countries. These are the differences in contact rates that the decompositions aim to 

disentangle.  
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Table 4: Results from the aggregate and detailed decompositions CUK yy −  

 Belgium Finland Greece Ireland Portugal Spain 
       
       

Predicted probabilities % % % % % % 
(1) (βUK ,XUK) 95.0 95.0 95.0 95.0 95.0 95.0 
(2) (βC, XC) 95.3 95.7 98.0 93.4 96.4 89.7 
(3) (βUK ,XC) 98.2 83.2 98.3 98.3 96.1 96.5 
(4) (βC, XUK) 82.6 90.1 91.3 84.1 98.4 87.6 
(5) (βUK, XUK) – (βC, XC) -0.23 -0.70 -3.00 1.69 -1.35 5.38 
       
Aggregate decomposition % points % points % points % points % points % points 
Characteristics: (βC,XUK)-(βC,XC) -12.63 -5.63 -6.77 -9.22 2.00 -2.11 
Coefficients: (βUK,XC)-(βC,XC) 2.96 -12.52 0.24 4.96 -0.25 6.80 
Pseudo-interaction: 9.44 17.45 3.53 5.95 -3.10 0.69 
(βUK,XUK)-(βC,XUK)+(βC,XC)-(βUK,XC) 
       
Detailed decomposition 
(characteristics) % points % points % points % points % points % points 
Timing of calls * # of calls -6.42 -5.55 -6.19 -3.91 6.94 -1.04 
Interviewer workload -1.29 0.04 -0.02 -0.27 0.07 -0.10 
Interviewer ability (cooperation rate) -3.12 0.00 0.00 -1.61 0.00 0.25 
Interviewer calling strategy (% cases 
called weekday evenings / weekend) -0.65 -0.16 0.00 -0.25 -0.25 -0.76 
Interviewer phone contacting -0.65 -0.06 -0.01 -0.30 -0.01 0.00 
Any intercom 0.22 0.14 -0.54 0.06 -4.70 -1.54 
Physical state of building -0.08 -0.03 -0.01 -0.04 -0.03 0.10 
Comparative physical state of building -0.63 0.00 0.00 -0.84 -0.01 -0.03 
Urbanicity -0.02 0.00 0.00 -2.04 0.00 1.02 
 
Below this, the aggregate decomposition is shown. The measurement unit here is the percentage 

point difference in the contact rates explained by the composite parts. For example, the Greek 

aggregate decomposition (third column) shows that the majority of the 3.00 percentage points 

difference in contact rate between the UK (95.0%) and Greece (98.0%) is due to a difference in 

characteristics between countries. In fact, had Greece had UK characteristics, the Greek contact rate 

would have been ( ) ( )CCUKC XX ,, ββ − , i.e. 6.77 percentage points lower (row 4 – row 2). 

 

Finally, the detailed decomposition displays the percentage points of the characteristics effect 

explained by each characteristic. In the UK-Greece comparison, for example, the characteristics 

effect is largely due to the timing and number of calls, which are associated with a higher contact 

rate in Greece. According to the detailed decompositions Greece would have had a 6.19 percentage 

points lower contact rate, if the Greek interviewers had followed similar calling patterns as the UK 

interviewers. The descriptive statistics show that in Greece a larger proportion of the sample units 

was contacted on weekday evenings and on Sundays than in the UK. The evening and Sunday calls 

are possibly the reason for this characteristics effect. 
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One should however be cautious interpreting decompositions, where large pseudo-interaction 

effects are involved, since we do not know which characteristics contribute to the interaction. In the 

Greek-UK comparison, for example, it might well be that the interaction effect of 3.53 percentage 

points offsets some of the effect of timing and number of calls. The decompositions in Table 3 show 

especially large coefficients and interaction effects for the model comparing the UK with Finland. 

Looking at the descriptive statistics one finds that these are likely to be due to the large number of 

cases that were attempted by phone in Finland. Here 90.7% of cases were attempted by phone 

compared to 0.4 in the UK. Earlier we also mentioned that in Finland 16.5% of cases were never 

attempted in person and had to be excluded from the models in this paper. Apparently, fieldwork in 

Finland was conducted very differently from that in the UK. Possibly the UK-Finland 

decomposition is a comparison of apples and oranges.  

 

For the UK-Belgium and UK-Portugal comparisons the aggregate decompositions also show large 

interaction effects (relative to the size of their characteristics effects). While the logit models of 

these countries can be interpreted, the detailed decompositions of the characteristics effect are less 

meaningful. For better decompositions of these comparisons, the models need to be fit such that like 

is compared with like. Additional information on sample units and the fieldwork process, if 

available, can improve these decomposition models if these additional variables aid explaining the 

cross-national difference in contact rates. For the UK-Spain comparison (and to a lesser extent also 

for the UK-Greece and UK-Portugal comparisons) interpreting the detailed decomposition of the 

characteristics effect is more meaningful due to a relatively smaller interaction effect; even though 

the difference in contact rate of 5.38 percent between the two countries is largely explained by a 

difference in processes (i.e. the coefficients effect) rather than a difference in characteristics. 

 

FINDINGS 

In the following we discuss the findings from the decompositions, the logit models and the 

descriptive statistics across all countries. However, to set the scene, we first describe the fieldwork 

and neighbourhood characteristics in the reference country and the contribution of each of these 

variables in the UK logit model.  
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The UK as reference country 

The UK achieved an average in-person contact rate (95.0%). While Finland, Greece and Portugal 

achieved higher contact rates, Belgium’s contact rate was similar to the UK’s, and Ireland and 

Spain had lower contact rates.  

 

The mean number of contact attempts in the UK (2.4) was amongst the highest, though with a very 

large standard deviation. Most cases were attempted at least once during the day on a weekday 

(88.8%), which was the highest proportion of cases across these seven countries. 23.0% of cases 

were attempted on a weekday evening and 9.0% on a Sunday, which was less than average. 

However, the UK interviewers attempted 25.2% of cases at least once on a Saturday; only 

Portuguese interviewers attempted more cases on Saturdays. The interviewer calling strategies (with 

respect to the percentage of calls an interviewer carried out on weekday days, weekday evenings, 

Saturdays and Sundays) showed very similar patterns across countries. 

 

The mean interviewer cooperation rate in the UK (47.5%) was much lower than in the other 

countries. The interviewer workload, however, was average (29.1 cases per interviewer). The 

proportion of cases interviewers attempted by phone was very low in the UK (0.4), which is likely 

to be due to its sampling frame of addresses and interviewer instructions not to use the phone to 

attempt contact. 

 

In the UK the percentage of addresses with an intercom (9.9%) was low compared to the other 

countries. Only in Ireland there were fewer sample units with an intercom. Differences in the 

presence of an intercom at the house were large across the countries analysed here. In addition, the 

urbanicity indicator shows that the number of sample units situated in areas of predominantly 

single-unit houses was similarly high in the UK, Belgium and Ireland. In the other countries 

(Finland, Greece, Portugal and Spain) a much larger proportion of sample units lived in multi-unit 

housing areas. This is correlated with the proportion of cases with an intercom (especially in the 

UK, Belgium, Greece, Portugal and Spain). Apparently, the ESS samples of the UK and Belgium 

were both less urban and less likely to have intercoms than the samples of Spain, Greece and 

Portugal. 

 

The state of the buildings in the UK sample was average. However, the state of the sampled address 

when compared to the neighbourhood showed less variation in the UK than in the other ESS 

countries. Apparently, countries differed in how homogenous the neighbourhoods were. In addition, 
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interviewers might record the state of a house or neighbourhood differently across countries; 

because these items are inherently subjective and normative, and norms might well differ 

systematically between countries.  

 

Finally, the logit model of contact for the UK shows that especially the number and timing of calls 

made to a sample unit and their interaction were highly significant. There was a negative 

association between contact propensity and both the number of contact attempts and the attempting 

of contact at a certain times. However, interviewers that attempted contact in the evening for most 

of their sample units were more likely to make contact. Furthermore, the logit model estimated that 

the fact that a building was in a bad state was associated with a lower contact propensity. The 

proportion of cases an interviewer called upon during weekday evenings was positively associated 

with the probability of making contact in the UK. 

 

Correlates of contact 

Next we examine which factors were consistent predictors of non-contact across countries and 

which were associated with non-contact in some countries but not in others. For this we jointly 

analyse the descriptive statistics, the logit models and the decompositions.  

 

Number and timing of calls 

To assess the impact of number and timing of contact attempts four variables were included in the 

models: the natural logarithm of the number of contact attempts and whether there were any contact 

attempts in the evening, on Saturday and on Sunday. Furthermore, we assumed that the association 

between successful contact and ever calling at the weekend / in the evening differs when one 

contact attempt was made from when ten contact attempts were made. To account for this we 

included interaction terms.   

 

The logit models and the decomposition confirm our suspicion that the timing and number of 

contact attempts play an important role when predicting contact. Furthermore, the detailed 

decompositions with Greece, Ireland and Portugal show some of the largest composite effects in 

these variables. However, interpreting interactions in non-linear models is not straightforward. As 

Norton et al. (2004) demonstrate, for non-linear models the output of standard statistical software 

does not display the correct coefficients and standard errors of interaction effects (and thereby also 

of the main effects). Therefore, the interpretation of the effect of the number and timing of contact 

attempts necessitates further analyses.  
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We carried out additional analyses of the interaction effect by means of Norton et al.’s Stata 

programme inteff for calculating the marginal effects of the interactions. To reduce the complexity 

of our analyses and interpretations we examined each interaction effect in turn, i.e. separately for 

weekday evening, Saturday and Sunday calls. In non-linear models marginal effects depend on the 

values of all other variables in the model. Table A2 in the appendix displays the mean interaction 

effects, i.e. the mean change in the marginal effect of making an evening, Saturday or Sunday call 

associated with making an additional call; together with their standard errors and z-statistics3. All 

other variables in the models were kept at their actual value. For each interaction effect in each 

country, we further examined plots of the interaction effect with the predicted probability of contact 

and of the associated z-statistic with the predicted probability of contact (not displayed). In the UK 

and in Spain we found significant interaction effects. In the UK, this was the case for evening calls 

and Saturday calls (both interacted with the natural logarithm of the total number of calls). In Spain 

the interactions with evening calls, Saturday calls and Sunday calls were largely significant. In the 

other countries there was no or little significance in the interaction effects. Here only the main 

effects of timing and number of contact attempts were interpreted.  

 

To understand the interaction effects in the UK and Spain Figure A1 in the Appendix plots the 

predicted probability of contact against the number and timing of calls. The plots show that in both 

countries there was a negative association of the number of contact attempts and contact propensity. 

This means that the more contact attempts were undertaken, the lower was the probability of 

making contact with the sample unit. In addition, if a sample unit was ever attempted in the 

evening, on Saturday or on Sunday, the probability of contact decreased more steeply with each 

additional contact attempt. Finally, for weekday evening and Saturday calls this interaction effect 

was more pronounced in the UK than in Spain. 

 

For those countries not affected by the interaction effects, we estimated predicted probabilities of 

contact associated with different timings and numbers of calls (Table A3 in the Appendix). All 

other variables were kept at their actual value. These predicted probabilities, as well as the 

coefficients of the logit models (Table 3) show that the number of contact attempts has a highly 

significant negative association with contact propensity across all countries analysed. In Greece, for 
                                                 
3 The interaction effect is the discrete difference (in terms of timing of call) of the single derivative (in terms of log(total 
number of calls)). Norton et al.’s interaction effects are therefore similar to calculating the marginal effect of ever 
making an evening/Saturday/Sunday call associated with a unit change in the number of calls (i.e. with an additional 
call). 
The standard errors and z-statistics take into account that the marginal effect varies with the sample’s combinations of 
values of other variables in the model. 
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example, the predicted probability of contact for one call was 99.9%, while the predicted 

probability of contact for five or more calls was 86.7%. In the other countries these differences are 

even more pronounced. The most extreme difference was found in Ireland, where the predicted 

contact rate was 98.6% for cases with one call and 62.6% for cases with five or more calls. The 

main effects of ever calling a sample unit on a weekday evening, Saturday or Sunday were more 

heterogeneous across countries. In Ireland and Portugal, ever attempting contact on a Sunday was 

negatively associated with probability of contact. In Portugal attempting contact on weekday 

evenings had a negative effect. In the other countries, no significant effect of the timing of contact 

attempts was found.  

 

In summary, interviewers face a decrease in the marginal effect of making additional contact 

attempts. This finding is consistent (though of different magnitude) across all countries. The effect 

of ever calling in the evening, on Saturdays and on Sundays varies across countries and no 

consistent pattern was found. In countries where there was such an effect it was negative. In Spain 

and the UK we found interaction effects; the change in the marginal effect of calling in the evening, 

on Saturday and (for Spain) on Sunday associated with making an additional call was negative. This 

means that in Spain and the UK the probability of making contact was lower the more contact 

attempts were carried out; and for sample units that had ever been attempted in the evening or at the 

weekend this decrease in contact probability with each additional call was steeper than for sample 

units never called at these times. Across countries, the decompositions showed that the timing and 

number of contact attempts were strongly associated with differences in contact rates. 

 

These findings appear to contrast with the literature, which generally reports a positive effect of 

attempting contact in the evening, on Saturdays and on Sundays (see Groves & Couper, 1998; 

Purdon et al., 1999; Stoop, 2005; Lipps & Benson, 2005). However, one should be careful with a 

causal interpretation. While other authors looked at the probability of contact at each call 

conditional on the outcome of the previous call, we examined the marginal effects of the total 

number of calls (however cf. Olson, 2006). Since contact attempts in the ESS were not randomly 

assigned, interviewers chose to attempt contact at times and days that they felt might be most 

productive and that suited them. Therefore, it is likely that only those sample units were contacted 

repeatedly and in the evening / at the weekend that by their very nature were more difficult to 

contact. The frequency distributions show that, across all countries, most of the sample units were 

attempted at least once during daytime on a weekday. But much fewer cases were contacted on 

weekday evenings, Saturdays and Sundays. Apparently, only sample units that are difficult to 
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contact were attempted during the evening and weekend hours. In Spain and the UK, apparently, 

difficult-to-contact sample units were more likely to be attempted repeatedly and were more likely 

to ever be attempted in the evening and at weekends. 

 

Workload 

Interviewer workload was negatively associated with contact propensity in Belgium, however, not 

in any of the other countries. The descriptive statistics show that the Belgian sample units were 

contacted by interviewers with comparatively low workloads. That Botman and Thornberry’s 

(1992) expectation about the negative effect of high interviewer workloads is only confirmed in 

Belgium, might be due to many countries allocating more sample units to their best interviewers 

thereby counteracting this workload effect.  

 

Interviewer ability (cooperation rate) 

The overall ability of an interviewer (proxied by the interviewer cooperation rate) was a significant 

predictor in four of the seven logit models. In Belgium, Finland and Greece a higher cooperation 

rate was associated with a higher contact rate. O’Muircheartaigh and Campanelli’s (1999) finding 

that interviewers who are good at gaining cooperation are also good at making contact therefore 

found support in these countries. However, in Portugal higher interviewer cooperation rates were 

significantly associated with lower contact rates. The UK-Greece and UK-Portugal decompositions 

(these are the decompositions with small pseudo-interaction effects), however, show little 

contribution of the distribution of this characteristic on the difference in contact rates across 

countries. Apparently, interviewer abilities are not easily compared across countries and cross-

national differences in interviewer cooperation rates do not explain differences mean contact 

propensities. 

 

Calling strategies (timing of calls) 

Having found that the timing of calls was associated with a lower contact propensity in some 

countries, we examine the effect of interviewer strategies with respect to timing of calls. It is 

reasonable to assume that each interviewer’s assignment contained a mix of sample units with 

respect to their at-home patterns and contactability. Therefore, examining timing of call at this 

aggregate level accounts for the variation in contactability across sample units. The fact that the 

model controls for urbanicity, furthermore, accounts for differences in contactability between urban 

and rural areas. The logit models show that the proportion of cases an interviewer attempted in the 

evening was positively associated with contact propensity in the UK and Ireland and negatively 
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associated with contact propensity in Portugal. Additionally, in Ireland the proportion of cases an 

interviewer called on a Saturday was positively associated with contact propensity. In the 

decompositions, however, interviewer calling strategies play a less important role for these 

countries. Only the UK-Spain comparison shows that Spain would have had a 0.76 percentage 

points lower contact rate, had Spanish interviewers had the UK interviewers’ calling strategies. The 

descriptive statistics show that interviewers in the UK made a proportionally fewer calls on 

weekday evenings and Sundays and more during weekday daytime than interviewers in Spain. 

However, again a causal interpretation would be misleading here. Figure A1 shows that the 

difference in marginal effect of additional contact attempts given between no evening call and at 

least one evening (no Saturday call and at least one Saturday call) is much more pronounced in the 

UK than in Spain. This indicates that UK interviewers were more likely to only call difficult cases 

in the evening (on Saturday), while Spanish interviewers also called easier cases at these times. 

Consequently, interviewers’ calling strategies play a role in achieving contact. However, cross-

country comparisons are hindered by cross-national differences in the use of evening and weekend 

calls for difficult-to-contact sample units. 

  

Contact by phone 

Only in Finland was the proportion of cases an interviewer attempted by phone associated with 

contact propensity. As discussed previously, the Finnish fieldwork was carried out quite differently 

from fieldwork in the other countries examined here. Whether a sample unit was contacted by 

phone did not explain differences in contact rates across countries. 

 

Intercom 

The type of housing a sample unit lived in was highly correlated with whether the house was 

equipped with an intercom. In fact, while type of housing was not a significant predictor of contact 

in the logit models the intercom was significant in Portugal, once type of housing was excluded 

from the model. Here the presence of an intercom was negatively associated with contact, which 

emphasises its function as a barrier to contact. Across countries, the UK-Spain decomposition 

showed that had Spain had the intercom distribution of the UK, its contact rate would have been 

1.54 percentage points lower. The descriptive statistics showed that the Spanish sample had a very 

large proportion of housing units with intercoms (68.1% compared to 9.9% in the UK). However, in 

contrast with the literature (Groves & Couper, 1998; Lipps & Benson, 2005) this high proportion of 

intercoms in Spain was beneficial for its contact rate. Possibly, the presence of intercoms measures 

impediments to access differently across countries. Whereas in Spain having no intercom may 
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indicate a tendency to have no direct access at all to the building (i.e. a locked gate with no 

intercom is a bigger barrier than a locked gate with an intercom) in UK no intercom may indicate 

direct access to the housing unit.  

 

State of building 

A bad state of the sample unit’s building had a negative impact of contact propensity in the UK and 

Finland. Furthermore, if the building was comparatively better than the rest of the buildings in the 

area this was positively associated with contact propensity in Belgium and Ireland. In the 

decompositions, however, the state of the building and the comparative state of the building 

contributed little to explain cross-national differences. (There was a, relatively small, effect in the 

UK-Ireland detailed decomposition. However, the pseudo-interaction effect in the aggregate 

decomposition might well cancel out this effect.) 

 

Urbanicity 

The effect of urbanicity on the probability of contact varies across countries. While in the UK, 

Belgium, Greece and Spain no within-country effect is found, more rural areas are associated with 

higher a higher probability of contact in Finland and Ireland, but with a lower probability of contact 

in Portugal. In the UK-Ireland decomposition urbanicity has a relatively large effect; however, 

again this effect might be cancelled out by the pseudo-interaction effect. Consequently, the findings 

are mixed. 

 

One should remember that urbanicity was measured by looking at the proportion of multi-unit 

houses in the interviewer’s initial assignment. Countries differ with respect to how common multi-

unit structures are in large cities and villages. Usual indicators of urbanicity also implicitly capture 

the busy life-style associated with living in a big city. Due to differences in building styles across 

Europe, the urbanicity indicator included in these models, might not capture this ‘busyness’ in the 

cross-national decompositions.  

 

Additional interviewer characteristics 

In addition to the general models based on information from the ESS contact data, we were able to 

include information from an interviewer survey in a second set of analyses. The interviewer survey 

was not carried out in all ESS countries. Of the countries included in this paper data for the UK, 

Belgium, Finland and Portugal were available. Furthermore, not all interviewers in these countries 

filled in the interviewer questionnaire. Therefore, for some sample units no additional interviewer 
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data existed. As a result, when estimating the logit models with additional interviewer variables the 

base was smaller in these reduced models. Table A4 in the Appendix displays the base of the 

reduced sample (i.e. the number of sample units that were matched with interviewer information), 

as well as the number of sample units that could not be matched with the interviewer data. While in 

the UK about 86% of cases and in Finland and Portugal about 94% of cases had matched 

interviewer data, in Belgium less than half of the cases were matched with additional interviewer 

information. Table A4 further shows the contact rates of these new samples. In Finland and 

Portugal the in-person contact rate remained approximately the same in the reduced sample. In the 

UK and Belgium, however, the interviewers that provided information in the interviewer 

questionnaire achieved a higher contact rate than the full sample (0.5 percentage points higher in the 

UK and 2.0 percentage points higher in Belgium).  

 

How did the additional variables impact on the logit models and decompositions? To compare the 

general logit models with the logit models with additional interviewer variables we re-estimated the 

general model on the reduced data set. The general logit models of the reduced data set and the 

models with the additional interviewer variables are displayed in Table A5. The additional 

interviewer variables changed the strength of the effects of the other variables in the logit models 

only slightly and the direction of the effects remained the same.  

 

The effects of the additional interviewer variables varied across countries. Being contacted by a 

female interviewer or an interviewer with upper secondary or tertiary education was associated with 

a higher contact propensity in Belgium, but not in the other countries. The interviewers’ age was not 

associated with contact propensity when work experience was controlled for. Work experience is 

only significantly associated with contact propensity in Finland, where it has a negative association. 

Sample units contacted by interviewers that usually leave a card or message upon non-contact had 

higher contact propensities in the UK but lower contact propensities in Portugal. Finally, whether 

sample units were contacted by interviewers that ask neighbours for information was negatively 

associated with contact propensity in Belgium. 

 

Table A6 compares the decompositions of the general models on the reduced data set with the 

models with additional interviewer variables for each UK-country comparison. Blom (2008) noted 

that additional covariates can reduce the coefficients and pseudo-interaction effects, if these 

covariates add additional explanatory power to the decompositions. In the decomposition in Table 

6, this is the case for the UK-Finland decomposition. The decomposition of the general model with 
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the reduced datasets showed immense coefficients and interactions effects, which were considerably 

smaller for the extended models with additional interviewer information; albeit still substantial. To 

a lesser extent the additional interviewer variables reduced the pseudo-interaction effect in the UK-

Portugal decomposition; though its coefficients effect was slightly increased. The additional 

interviewer variables added no explanatory power to the UK-Belgium decomposition. Apparently, 

the variables measured in the interviewer questionnaires did not explain differences in contact rates 

between Belgium and the UK. While within Belgium interviewer gender, age and strategy with 

regards to asking neighbours for information were associated with contact propensity, differences in 

contact propensity between Belgium and the UK were not explained by them.  

 

DISCUSSION AND CONCLUSION 

The paper set out to identify correlates of differences in contact rates across countries. We aimed to 

distinguish differences in the distributions of characteristics associated with contact propensity 

from differences in the effect of these characteristics (i.e. the coefficients or processes) on contact 

propensity. In addition, we tested the suitability of decomposition (or counterfactual) analyses for 

investigating cross-national differences in contact rates. The analyses yielded four main findings: 

(1) the main characteristics associated with cross-national differences in contact rates are the 

number and timing of contact attempts; (2) in most country comparisons differences in processes 

play a major role; (3) the meaning of some of the variables might well differ across countries; and 

(4) a cross-national comparison between the UK and Finland was hindered by fundamental 

differences fieldwork approaches. 

 

The number of in-person contact attempts made to a sample unit and their timing were found 

correlated with contact propensity within countries and with differences in contact propensities 

across countries. Across all countries, sample units that received more calls were less likely to have 

been contacted by the end of fieldwork. (One should note however that unlike most previous 

studies, we only modelled unconditional probabilities. No conclusions about the contact propensity 

at each additional contact attempt can be drawn.) Number and timing of contact attempts were the 

only variables consistently correlated with both within-country contact propensities and cross-

national differences in contact rates.  

 

In all decompositions we found sizable coefficients or pseudo-interaction effects. This can mean 

three things: (1) processes differ across countries (i.e. the characteristics have different effects), (2) 
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the indicators included in the models measure different things across countries or (3) the models are 

missing key variables for explaining cross-country differences in contact rates. Though differences 

in processes are to be expected, the analyses have also found some evidence for differences in 

measurement and missing variables. Models with additional interviewer variables showed that 

pseudo-interaction and coefficients effects were somewhat reduced when additional interviewer 

characteristics were controlled for. Furthermore, the decompositions detected variables with 

different meanings across countries. Notably the urbanicity indicator (i.e. proportion of single-unit 

housing and farms in an interviewer assignment) might have a different meaning across countries. If 

urbanicity is to distinguish the tranquillity of country life from the bustle of the city, then the 

proportion of single-unit housing might not accurately reflect this in a cross-country comparison. 

Building styles differ across countries and so might the proportion of single-unit housing in busy 

areas differ across countries. However, other standard urbanicity indicators (e.g. city size) bear 

similar problems concerning their cross-country implications for busyness. To improve analyses of 

cross-national nonresponse we therefore need to continue searching for truly comparative 

indicators. 

 

Finally, the analyses raised awareness to the problem of comparing apples and oranges, i.e. of 

comparing fieldwork strategies across countries. In the UK-Finland decomposition we found very 

large coefficients and pseudo-interaction effects indicating that the fieldwork processes differed 

strongly between the two countries. In Finland fieldwork in the ESS relied heavily on contact 

attempts by phone, while this is hardly practiced in the UK. Consequently, the Finnish and UK 

fieldwork strategies were too dissimilar to warrant a sensible comparison. 

 

The novel application of the decomposition method has allowed us to reach some important 

conclusions about the correlates of cross-national differences in contact rates. The analyses showed 

that the composition of the contacted sample is primarily influenced by the number and timing of 

contact attempts. Consequently, the countries differ with respect to the contactability of the 

contacted sample, which is likely to be correlated with other sample unit characteristics such as 

employment and family situation. However, there is a caveat. Due to a lack of direct measures of 

sample-unit demographics we cannot ascertain whether differences in contacted sample 

composition is due to differences in the population (as regards the distribution of employment and 

family characteristics) or due differences in the way the ESS was carried out across countries. 

Future research will need to address this problem.  
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APPENDIX 

Table A1: Reasons for excluding countries from the analysis 
 

Country Problems 
Austria No interviewer identification numbers in the contact data. 
Czech 
Republic 

Incomplete outcome codes; in 10% of the contact attempts the result code is missing; the physical state 
of the building was coded ‘same’ for all cases 

Denmark The first contact attempt was missing and neighbourhood data were very incomplete. 
France France did not deposit any contact data. 
Germany In 30% of cases all neighbourhood variables were missing. 
Hungary A large number of interviewer identification numbers was missing. 
Israel A large discrepancy between the number of cases in the main data file and the number of interview 

outcomes in contact data 
Italy A large number of interviewer identification numbers was missing for the last contact attempt. 
Luxembourg All security features were missing. 
Netherlands A large number of interviewer identification numbers was missing for the last contact attempt. 
Norway For data protection reasons Norway could not deposit any data on nonrespondents. 
Poland After deleting cases where all neighbourhood variables were missing and where there were no in-

person contact attempts, Poland had a 99.93 contact rate and therefore too little variation in the 
dependent variable. 

Sweden For data protection reasons Sweden could not deposit any contact data. 
Switzerland Many contact attempts were carried out on the phone and registered in the contact data. While the 

Swiss data are of good quality, their fieldwork strategy was not comparable to that in other countries, 
because for some cases more than 100 contact attempts were made. The combined contact data file 
registers only 10 attempts. 

Slovenia 661 sample persons without sample unit identification number; many item missings on other variables 
 
 
Table A2: Mean interaction effects of timing and number of calls 
       
 Evening calls  Saturday calls  Sunday calls  
  Mean  Mean  Mean 
UK interaction effect  -0.075 interaction effect  -0.065 interaction effect  -0.035 
 standard error 0.022 standard error 0.023 standard error 0.023 
 z-statistic 0.647 z-statistic 1.452 z-statistic 0.380 
Belgium interaction effect  -0.031 interaction effect  -0.014 interaction effect  -0.015 
 standard error 0.022 standard error 0.022 standard error 0.042 
 z-statistic -0.218 z-statistic -0.595 z-statistic 0.024 
Finland interaction effect  -0.050 interaction effect  -0.077 interaction effect  0.018 
 standard error 0.034 standard error 0.063 standard error 0.106 
 z-statistic -1.038 z-statistic -1.321 z-statistic 0.438 
Greece interaction effect  -0.011 interaction effect  0.006 interaction effect  -0.010 
 standard error 0.018 standard error 0.021 standard error 0.021 
 z-statistic -0.778 z-statistic -0.863 z-statistic -1.045 
Ireland interaction effect  -0.014 interaction effect  0.016 interaction effect  0.041 
 standard error 0.026 standard error 0.025 standard error 0.037 
 z-statistic 0.164 z-statistic 0.232 z-statistic -0.302 
Portugal interaction effect  0.040 interaction effect  0.017 interaction effect  0.022 
 standard error 0.036 standard error 0.032 standard error 0.038 
 z-statistic -0.736 z-statistic -0.269 z-statistic -1.000 
Spain interaction effect  -0.056 interaction effect  -0.094 interaction effect  -0.072 
 standard error 0.025 standard error 0.035 standard error 0.039 
 z-statistic -2.133 z-statistic -1.989 z-statistic -0.619 
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Figure A1: Interactions of number and timing of contact attempts in the UK and Spain 
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▬ no evening/Saturday/Sunday call     --- at least one evening/Saturday/Sunday call 
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Table A3: Main effects of timing and number of calls on predicted contact rates across 
countries 
       
 UK Belgium Finland Greece Ireland Portugal 
       

∆ evening call (keeping number of contact attempts at actual value)    
No sample unit called ever in the evening   95.9 96.4 98.4 93.8 96.1 
Actual situation in contact data  95.3 95.7 98.0 93.4 96.4 
All sample units ever called in the evening  95.3 95.8 97.8 93.2 94.6 
∆ predicted contact rate none vs. all called 
in the evening  -0.6 -0.6 -0.5 -0.6 -1.5 
      *** 
∆ Saturday call (keeping number of contact attempts at actual value)    
No sample unit ever called on Saturday   95.5 96.0 98.1 93.1 96.2 
Actual situation in contact data  95.3 95.7 98.0 93.4 96.4 
All sample units ever called on Saturday  95.0 91.2 97.7 93.6 96.3 
∆ predicted contact rate none vs. all called  
on Saturday  -0.5 -4.8 -0.5 0.5 0.2 
       
∆ Sunday call (keeping number of contact attempts at actual value)    
No sample unit ever called on Sunday  95.5 95.3 95.7 98.3 93.3 96.6 
Actual situation in contact data 95.0 95.3 95.7 98.0 93.4 96.4 
All sample units ever called on Sunday 93.6 95.1 96.9 97.4 91.3 94.5 
∆ predicted contact rate none vs. all called  
on Sunday -1.9 -0.3 1.1 -0.9 -2.0 -2.1 
     * *** 
∆ # contact attempts  (keeping evening, Saturday and Sunday calls at actual value)  
Actual situation in contact data  95.3 95.7 98.0 93.4 96.4 
1 contact attempt  98.2 97.2 99.9 98.6 98.4 
2 contact attempts  93.9 90.9 99.3 93.6 98.0 
3 contact attempts  87.9 82.6 97.6 84.8 96.9 
4 contact attempts  81.1 74.5 93.9 73.9 94.0 
5 or more contact attempts  74.3 67.5 86.7 62.6 82.6 
∆ predicted contact rate 1 vs. 5 or more 
contact attempts  -23.9 -29.7 -13.2 -36.0 -15.8 
  *** *** *** *** *** 
Legend: * p<0.05; ** p<0.01; *** p<0.001       
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Table A4: Descriptive statistics - Contact data with interviewer characteristics 
      
Interviewer variables UK Belgium Finland Portugal Total 
      
      

Contact rate (%) 95.1 97.3 95.7 96.3  
      
Sex of interviewer (%)*      
Male 50.3 39.0 97.2 38.2 57.3 
Female 49.7 61.0 2.8 61.8 42.7 
Missing (n)                  1                  20                    9                    -                    30   
      
Interviewers' level of education (%)*     
Primary 3.8 1.0 11.4 2.7 5.0 
Secondary, vocational 20.9 33.1 41.8 29.3 30.0 
Secondary, higher 30.3 44.4 40.0 47.0 38.8 
Tertiary 45.0 21.6 6.9 20.9 26.2 
      
Mean interviewer age* 55.8 49.7 51.2 38.4 49.6 
Standard deviation 9.0 12.1 6.4 10.7 11.5 
Missing (n) 20 31 24 - 75 
      
Interviewer leaves message / card upon non-contact (%)*    
Always 9.9 8.6 1.8 24.6 11.1 
Often 26.3 29.8 10.9 10.1 19.3 
Sometimes 44.5 21.0 22.4 24.0 30.4 
Rarely 14.0 15.8 40.8 8.1 19.5 
Never 5.4 24.8 24.1 33.2 19.7 
Missing (n)                 8                 -                    16                    -                    24   
      
Interviewer asks neighbours upon non-contact (%)*    
Always 3.7 18.1 10.0 9.9 9.1 
Often 12.9 25.9 48.4 10.8 23.4 
Sometimes 60.0 30.1 35.3 32.8 42.6 
Rarely 19.0 20.2 6.2 25.9 17.6 
Never 4.3 5.8 0.0 20.6 7.3 
      

Base (n)* 3,082 1,426 2,153 1,996 8,657 
Cases without matching 
interviewer data (n) 

510 1,558 123 136 2,327 

     
Note: * weighted for all sample units     
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Table A5: Logit models of contact – general model with reduced data set and model with interviewer characteristics 
 UK  UK  Belgium  Belgium  Finland  Finland  Portugal  Portugal  
 b  b  b  b  b  b  b  b  

Ever called in the evening 0.514  0.426  -0.182  -0.467  0.314  0.329  -4.834 ** -5.372 ***  
Ever called on a Saturday 5.987 ***  6.198 ***  0.666  0.714  -1.343 * -1.313 * -1.182  -1.228  
Ever called on a Sunday -0.656  -0.690  -2.192  -3.493  0.750  0.973  -5.542 ** -5.173 ** 
Log (# in-person contact attempts) -0.757 ** -0.731 ** -2.210 ** -2.780 **  -1.390 ** -1.462 ** -7.560 ***  -8.126 ***  
Log(attempts)*evening -0.691  -0.646  0.054  0.046  -1.865 ** -1.883 ** 2.973 ** 3.503 ***  
Log(attempts)*Saturday -3.340 ***  -3.517 ***  -1.306  -1.220  0.338  0.329  0.585  0.561  
Log(attempts)*Sunday -0.001  -0.036  0.875  1.455  -1.944  -1.970  3.285 ** 3.087 ** 
Interviewer workload 0.001  0.003  -0.065 * -0.080 * -0.004  0.008  0.020 ** 0.014  
Interviewer ability (cooperation rate) 0.007  0.006  -0.038 * -0.049 * 0.049 ***  0.043 ***  -0.044 ***  -0.030 * 
Interviewer calling strategy: 
 Evening calling 0.032 ** 0.037 ** -0.044 ** -0.045 * 0.013  0.010  -0.076 ***  -0.096 ***  
 Saturday calling -0.012  -0.013  -0.042 ** -0.011  -0.018  -0.028  -0.027  -0.042 * 
 Sunday calling 0.017  0.018  0.099  0.137  0.054  0.072  -0.035  -0.056 * 
Interviewer phone contacting  -0.070  -0.033  -0.020  -0.023  -0.049 * -0.053 * 0.005  0.046  
Any intercom -0.566  -0.544  -0.814  -0.770  -0.005  -0.008  -1.008 ** -1.162 ** 
Physical state of building: 
 Satisfactory -0.080  -0.126  -0.767  -0.833  -0.132  -0.131  -0.254  -0.233  
 Bad -1.443 ** -1.402 ** 0.377  0.472  -1.529 * -1.414 * 0.457  0.628  
Comparative state of building: 
 Better 0.134  0.114  1.227  0.857  -0.056  -0.047  -0.004  -0.083  
 Worse 0.496  0.498  -1.172  -1.615 * 0.210  0.142  -1.014  -1.184  
Urbanicity (farms, single-unit housing) 0.000  0.003  -0.015  -0.009  0.016 ** 0.013 * -0.021 ** -0.029 ** 
Interviewer sex (female)   -0.021    1.410 *   1.321    -0.747  
Interviewer age   0.006    0.065    0.047    -0.031  
Interviewer education (higher secondary/tertiary)   0.097    1.258 *   -0.047    -0.560  
Interviewer work experience (in years)   -0.008    0.099    -0.043 *   -0.045  
Interviewer leaves card (inverse coding)   -0.333 **   -0.440    -0.185    0.520 ***  
Interviewer asks neighbours (inverse coding)   -0.111    0.718 *   0.131    0.144  
Constant 3.753 ***  4.516 ***  13.674 ***  8.964 * 3.766  3.079  21.296 ***  23.065 ***  
Chi2 394.0  405.9  134.1  174.2  164.9  173.9  268.7  293.3  
Pseudo R2 0.353  0.363  0.405  0.526  0.234  0.247  0.431  0.47  
N 3039  3039  1337  1337  1941  1941  1968  1968  
 

Legend: *p<0.005; **p<0.01; ***p<0.001
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Table A6: Results from the aggregate and detailed decompositions CUK yy −   

    with interviewer characteristics 
 Belgium Finland Portugal 

 

General 
model  

(reduced 
dataset) 

Interviewer 
model 

General 
model  

(reduced 
dataset) 

Interviewer 
model 

General 
model  

(reduced 
dataset) 
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Predicted probabilities % % % % % % 
(1) (βUK ,XUK) 95.1 95.5 95.1 95.5 95.1 95.5 
(2) (βC, XC) 97.3 97.3 95.7 95.6 96.3 96.3 
(3) (βUK ,XC) 96.6 97.9 39.4 79.4 95.8 95.5 
(4) (βC, XUK) 95.3 97.0 90.8 96.5 98.1 97.0 
(5) (βUK, XUK) – (βC, XC) -2.21 -1.77 -0.60 -0.11 -1.17 -0.80 
       
Aggregate decomposition % points % points % points % points % points % points 
Characteristics: (βC,XUK)-(βC,XC) -1.99 -0.30 -4.97 0.92 1.82 0.68 
Coefficients: (βUK,XC)-(βC,XC) -0.78 0.62 -56.29 -16.15 -0.51 -0.79 
Pseudo-interaction: 0.56 -2.09 60.65 15.13 -2.48 -0.69 
(βUK,XUK)-(βC,XUK)+(βC,XC)-(βUK,XC) 
       
Detailed decomposition 
(characteristics) % points % points % points % points % points % points 
Timing of calls * # of calls 3.25 0.31 7.27 -0.41 0.80 0.17 
Interviewer workload 1.15 0.12 0.08 0.01 -0.16 -0.02 
Interviewer ability (cooperation rate) -1.94 -0.19 5.58 -0.28 0.75 -0.04 
Interviewer calling strategy (% cases 
called weekday evenings / weekend) -3.91 -0.28 0.04 -0.01 0.51 0.07 
Interviewer phone contacting -0.71 -0.06 -16.75 1.19 0.01 -0.04 
Any intercom -0.30 -0.03 0.00 0.00 0.19 0.01 
Physical state of building 0.22 0.02 0.09 0.00 0.00 0.00 
Comparative physical state of building 0.32 0.02 -0.01 0.00 0.01 0.00 
Urbanicity -0.08 0.00 -1.27 0.07 -0.30 0.00 
Interviewer sex  0.04  0.16  0.57 
Interviewer age  -0.11  0.06  0.00 
Interviewer education level  -0.04  0.00  0.00 
Interviewer work experience  0.01  0.07  -0.04 
Interviewer leaves card  -0.04  0.04  -0.02 
Interviewer asks neighbours  -0.06  0.02  0.00 

 
 


