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Explaining Cross-Country Differences
In Contact Rates

Non-technical summary

When analysing survey data to infer to the genawallation researchers assume that
each selected person (from a probability sample w@ntacted and interviewed.
However, in every survey there are persons thateiner not be contacted or are
contacted but not interviewed, i.e. they are ngoadents to the survey. The extent
to which the sample is contacted by the interviswee. the contact rate) can differ
across surveys. In a cross-national survey thigacbrrate can also differ across
countries. Differences in contact rates can pos@ra@lem for cross-national

comparisons if the composition of the contacted@ardiffers across countries.

Countries in a cross-national survey can diffe(linpopulation composition, (2) the
way fieldwork is carried out and (3) the effect(@j and (2) on the contact rate. This
paper investigates which fieldwork factors are asged with the contact probability
of a sampled person in the European Social Surg&sS). We look at factors
associated with contact within seven ESS count(®slgium, Finland, Greece,
Ireland, Portugal, Spain and the UK) and at factmssociated with differences in
contact rates between two countries. For the anasisnal analysis we aim to
disentangle which part of the difference in conteies is due to differences in
population composition, which part is due to diéieces in the way the ESS was
implemented and which part is due to differenceshie effect of the population

composition and fieldwork implementation on the temh rate.
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Abstract

In the European Social Survey (ESS) contact raiffer cacross countries. These
differences are broadly due to (1) differences urvey implementation, (2)
differences in population characteristics assodiatéh contact propensity and (3)
differences in the association between 1 or 2 amttact propensity. This paper
investigates correlates of contact within and ariéSS countries by decomposing
cross-country differences in predicted mean corgempensities into (population and
fieldwork) characteristics effects, coefficientseets and a pseudo-interaction effect.
The findings shed light on the cross-national caralpidity of the manipulable aspects
of the contacting process. In addition, we distisgufactors explaining within-
country contact propensity from factors explainangss-country differences.
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INTRODUCTION

Cross-national comparisons of fieldwork outcomesower differences in contact
rates across countries (e.g. de Leeuw & de Hed)2;2Billiet et al., 2007). These
differences are broadly due to (1) differencemway the survey was implemented,
(2) differences in the distribution of populatiohatacteristics associated with the
propensity to be contacted and (3) differencesq@ndssociation between 1 or 2 and
the propensity to be contacted (e.g. making corgiempts on Sundays may be very
helpful in one country but have no effect in anotbeuntry) (Blom et al., 2009).
Conventional methods for analysing the differenocescontact rates examine the
processes within each countrydifferences in processes across countries (e.g. by
comparing the coefficients of separate within-copntodels) or look at country-level
differences in response outcomes (e.g. Goyder, ;198fps & Benson, 2005).
Differences across countries in thaistributions of survey and population
characteristics (1 and 2) are usually ignored.

This paper analyses differences in contact ratessacseven countries in the first
round of the European Social Survey (ESS). The E@lects detailed contact and
neighbourhood information for each sample unit,. irespondents and non-
respondents. These data are especially well-sdibtedmodelling the contacting
process in each ESS country. Yet, the ESS counpylptions vary in the distribution
of these population characteristics. In additioargrethough some fieldwork strategies

are standardised in the ESS, the survey implementaaries across countries.

We aim to identify characteristics associated wdiifierences in contact propensity
across countries. Differences in contact rates éetwtwo countries are decomposed
into differences due to differential survey chagastics, differential population
characteristics, differential coefficients and @yo-interaction. The findings shed
light on the extent to which the manipulable aspeaftthe contacting process are
comparable across countries and whether standagdisidwork procedures would
lead to equivalent contact rates and sample corpasi At the same time we aim to
distinguish factors that explain contact propensitthin a country from those that

explain differences in contact rates across coestri



CONCEPTUAL MODEL

In a first step we describe the conceptual modedusr analysing differences in

contact rates across countries (see Figure 1). cimact rate achieved in any
particular survey is the result of an underlying legent) contact propensity for each
sample unit. This contact propensity is a randomabée and is a function of each
sample unit’'s characteristics, the way a survaygemented and the way a sample
unit (with given characteristics) reacts to a swrveequest (of a given

implementation).

Figure 1: Deteriinants for cros-country differences in contact ra

Sample-unit characteristics Survey characteristics

(non-manipulable) (manipulable)

Micro-level (sample-unit level): e.g Micro-level (interviewer and

employment status, family situation, sample-unit level): e.g. number ang

leisure-time habits timing of calls, interviewer
experience

Macro-level (country-level): e.g.

survey culture and GDP Macro-level (survey-level): e.g. call
schedules, survey organisation

Processes (modél coefficients)

Contact' Yes/Nc

v
Contac rate

The sample unit characteristics consist of mick@llendividual characteristics (such
as employment status, family situation, living atian and leisure-time habits) and
macro-level country characteristics (such as sucudiure and GDP). Both, macro
and micro-level sample unit characteristics infleeera sample unit’'s accessible at-
home patterns (Groves & Couper, 1998). The surisracteristics can also be
divided into micro-level survey characteristicsqisuwas the number, timing and mode

of contact attempts and interviewer experience)raadro-level survey characteristics
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(such as the issuing of advance letters and thes,ruhanagement structure and
traditions of a survey organisation). Sample uh#recteristics are non-manipulable,
l.e. when implementing a survey they cannot beuerfted to maximise the contact
rate. Survey characteristics, however, are (at teasome extent) manipulable.

Regarding differences in contact rates across cesnsurvey characteristics can vary
across countries depending on choices made byeearcher, survey manager and
interviewer. The distribution of sample unit chdegistics, whilst not manipulable,
can also vary across countries; for example dukffierences in population structures,
histories and cultures (Lyberg & Dean, 1992). Idiadn, countries may differ in the
extent to which these characteristics are assaciai#n contact. This means that the
processes that translate the sample unit and sahegacteristics into an underlying
contact propensity (and the subsequent contagtmedg differ. Differences in contact
rates across countries can therefore be influebgedifferences in manipulable and

non-manipulable characteristics, as well as diffees in processes.

According to Groves and Couper (1998) three faaietsrmine whether sample units
in face-to-face household surveys are contactethdynterviewer: “a) whether there
are any physical impediments (locked gates, lodgmattment entrances) that prevent
visiting interviewers to alert the household toithgresence, b) when household
members are at home, and c) when and how many timemterviewer chooses to
visit.” (Groves & Couper, 1998, p.80) Of these, firet two factors, the physical
impediments and the at-home patterns, are outs&efluence of the researcher, i.e.
they are not manipulable. The last factor, i.e.dffert made by the interviewer or the
fieldwork organisation is manipulable. In analysuhiferences in contact propensity
across countries we distinguish between factors dna naturally different across
countries and those that can be influenced. Thiwveseto find out whether
standardised fieldwork would lead to comparablgactrates across countries.

There is one caveat though that necessitates margiomacro-level manipulable

factors, such as advance letters, incentives atetviewer instructions, show no



variation within ESS countries analysed here, thotngy do vary across countries

Since the macro-level factors are invariant witbath country, their effect cannot be
identified. (Only if the sample was a random sampfiea much larger number of
countries would this be possible, e.g. in a maettiel model (see Hox, 2002)).
Consequently, the analysis at hand cannot drawlesinos about the effects of the

macro-level factors.

Based on this conceptual model our analyses attenghsentangle the cross-national

muddle of differential contact rates at the exampfethe ESS. The analyses

decompose differences in contact rates across mesiinito differences due to

- differential micro-level manipulable characteristici.e. differences in survey
implementation) and micro-level non-manipulablerekteristics (i.e. differences in
sample unit characteristics)

- differential processes and

- an interaction between the differences in charsties and the differences in
processes. (For example making contact attemptsa ddunday may be more
effective in country A than in country B, amduntry A may make more Sunday

contact attempts than country B.)

Consequently, the paper not only considers difiggenin contact rates but also
differences in the composition of the contacted @emTwo countries could have
equal contact rates, but very different sample amsitipns (due to different fieldwork

processes or population characteristics).

DETERMINANTS OF CONTACT

A major determinant of contact in the literaturéhe timing of contact attempts. Calls
on a weekday evening or at the weekend have beerdfto be most effective for
making contact (see Groves & Couper, 1998; Purdah. €1999; Stoop, 2005; Lipps
& Benson, 2005). The relationship between the nurobealls made and successful

contact is less well documented, largely due tosmesment problems in the absence

! A number of countries have carried out fieldwoxkeriments in different ESS rounds (e.g. incentive
experiments in Poland and the UK and a fieldwohesltile experiment in Switzerland). However,
none of these countries/rounds are included irattadysis of this paper. For general informatiortten

use of incentives, advance letters, fieldwork paad other ESS implementation issues please d¢onsul
the ESS Documentation Report for round 1 (ESS, R003
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of call-level contact data. Lynn and Clarke (200®)y example urge survey
practitioners to record separately the number oitami attempts leading up to first
contact and those leading up to a refusal or irervrather than just a total number
of contact attempts.

Interviewer-related variables are also promineasgociated with the probability of
making contact. O’Muircheartaigh and Campanelli99@found that interviewers
who are good at gaining cooperation are also gdadaking contact. Furthermore,
the workload of interviewers is generally found lie negatively associated with
contact rates. Botman and Thornberry (1992) formgta argue that increases in
workload mean that interviewers have less timettengt contact at the productive
times of day (e.g. in the evening). Lipps and Ben&9005) report that interviewers’
habit of using the phone to attempt contact istedldo their ability to make contact
with the household.

Non-manipulable factors associated with contactp@ngity are measures of the
sample unit’'s at-home patterns or impediments tesx (Groves & Couper, 1998). If
sample units are more likely to be at home at tithasinterviewers tend to call (e.g.
on weekdays during daytime), they are also more\liko be contacted. Contact is
found to be easier amongst the elderly and morkculif amongst young people
(Groves & Couper, 1998; de Leeuw & de Heer, 2008pf, 2005; Lipps & Benson,
2005). Single persons and those in employmenteselikely to be contacted, whilst
households with young children have a higher cameapensity (Groves & Couper,
1998; Lynn & Clarke, 2002; Stoop, 2005). Livingnmulti-unit housing is associated
with a lower probability of contact as is living imban areas (Campanelli et al., 1997,
Groves & Couper, 1998; Stoop, 2005). However, Gsavad Couper (1998) note that
the urbanicity effect disappears once multi-unitising structures are controlled for.
In addition, the effect of multi-unit housing migh¢ due to more single people living
in these types of buildings. Lipps and Benson (2008her find that those living in
low quality housing are less likely to be contactiedpediments to access in face-to-
face surveys are typically locked apartment buddjnintercom and locked gates
(Groves & Couper, 1998; Lipps & Benson, 2005).



DATA AND OPERATIONALISATION

To illustrate the components of cross-nationaledéhces in contact rates, data from
the first round of the ESS are used. The ESS igmnlal cross-national face-to-face
survey of social and political attitudes across entvan twenty countries in Europe,
and was first fielded in 2002. In addition to thatal collected in the interview, the
ESS interviewers use standardised contact form€ottect information on the
contacting and cooperation process and on the neighood of all sample units.
Seven ESS countries, where contact and neighbodrdata of sufficient quality
were available and where the distributions of thepeshdent variable varied
sufficiently, are examined. These are Belgium, &idl Greece, Ireland, Portugal,
Spain and the UK. In a subset of these countrieg{Bm, Finland, Portugal and the
UK) an interviewer questionnaire was administeethe ESS interviewers. Though
the questionnaire primarily gathered informationimterviewer strategies for gaining
cooperation, it also collected general interviealearacteristics. These characteristics

are used as additional variables for modelling &cinin these four countries.

Unfortunately, for some countries the round 1 E®8tact data contained a large
number of cases with missing items; especiallyh@ neighbourhood variables. In
later rounds the quality of the contact data imphvDespite this we decided to use
round 1 contact data because the additional irgest questionnaire was only
administered in the first round. The seven coustselected for analysis here were
amongst other reasons chosen because their cdatacivere of sufficient quality; i.e.

there were no major inconsistencies or missingscaséhe outcome variables and in
less than 2% of cases were all values on the neighbod variables missing

(Appendix Al lists reasons for excluding countffieen our analysis).

The ESS contact data enable us to examine detmilembures of the contacting
process in a cross-national context. Given caklléwformation (i.e. on each contact
attempt) is available for each sample unit we canvd many of the manipulable
factors that other researchers have found to levast in predicting contact. Table 1
lists all the (derived) variables examined.



Table 1: Determinants of contact and their openatisation

Variable description
* Whether contact was ever attempted on a weekdayreyeon a Saturday,
on a Sunday
o |° Natural log of the number of in-person contactrafits until contact (for
5 final non-contacts total number of in-person conéiempts)
g * Interaction terms:
o ever attempted in the evening * log (number of @mspn contact attempts)
% ever attempted on a Saturday * log (number of irsque contact attempts)
é_ ever attempted on a Sunday * log (humber of in@erntact attempts)
‘€ | * Interviewer ability: the ESS interviewer cooperatrate
£ |+ Workload: number of sample units the interviewerked on
» The percentage of sample units that the interviestempted by phone
* Interviewer contacting strategy: the percentageootact attempts the
interviewer made on a weekday evening, on a Safuaiaa Sunday
g * Whether there was any intercom at the housing unit
*g * Whether there were any security features at theihguwnit
b Whether housing unit was a farm or single-unit lhmgyigomitted category is
el multiunit housing)
c—:,s  Physical state of buildings in the area: satisfgcstate or bad state (omitted
-g- category is good state)
g « State of the sampled housing unit compared to dtbesing units in the
o area: better or worse (omitted category is same)
2 | * Urbanicity: percentage of farms or single housingsuin the assignment of
the interviewer making the first contact attempt

Note on interviewer-related variables: where mbentone interviewer worked on a sample unit the
derived interviewer variable relates to the intemeér who made contact or, if no contact was ackieve
to the last interviewer; unless stated otherwise

A central set of variables in our analysis is tharig and number of contact attempts.
The importance of the timing of a contact attemptyndepend on the number of
contact attempts until contact is made or, in cdsefinal non-contact outcome, total
number of contact attempts. This means that wenasghat the association between
successful contact and ever calling at the weekendé evening differs when one
contact attempt is made from when ten contact gitemre made (see also Philippens
et al. (2003) on contact probabilities in the E®8 aiming of call at the first, second
and further calls). Furthermore, given the leftvgkd distribution of the number of
contact attempts we take the natural logarithmhef mumber of contact attempts
(Goyder, 1985; Olson, 2006).



Regarding interviewers’ strategies for achievingteot there are a number of factors
that we can account for in the ESS. We derive atdis of interviewer cooperation
rates on the ESS, the ESS workload of intervievemd the percentage of sample
units an interviewer attempted by phone. In addjtiwe assume that successful
interviewers attempt contact on weekends, Saturdayd Sundays for a larger
proportion of their calls. Therefore, we deriveigadors of the interviewers’ calling

strategies with regards the timing of their conttémpts.

With respect to the non-manipulable factors the ES&act data are a little more
limited compared to the manipulable factors. Avagameasures primarily describe
impediments to access or are indirect measurekeo§ample unit’'s socio-economic
status. Direct measures of the sample unit's agedey, education, employment etc.
are not available. (Though some countries do haf@mation on this from their
sampling frame, this is not collected in a stan&ad way or made available via the
data archive.) The lack of direct measures of sampit characteristics is not ideal,
however, it should not be detrimental. While inchgd non-manipulable
characteristics improves the accuracy of the modeéy merely describe differences
between countries, but cannot inform decisions almw to optimise fieldwork
efficiency (though they can inform adjustments m@n-response bias). One should
further note that in their operationalisation it aften unclear whether non-
manipulable factors are impediments to access athven they describe a sample
unit's characteristics and therefore also theih@mne pattern. For example, an
intercom at a housing unit is an impediment. Howggece multi-unit houses are
more likely to have intercoms than single-unit regjantercoms are correlated with
the sample unit’s socio-demographic characteristitgch in turn are related to their
at-home pattern. At-home patterns and impedimeastierefore be influenced by
the same socio-environmental and socio-demogragttitbutes. We examine two
measures of barriers to entry, presence of ancionerand any security features at the
house. Furthermore, we look at three non-manipeléuttors that were found to be
related to contact propensity: the type of housihg,physical state of buildings in the
area and the state of the sampled housing unit aeedpgo other housing units in the
area. Finally, we control for urbanicity with a tkexd measure of the percentage of

farms and single housing units in an interviewassignment.



METHOD

The analyses consist of three components. Firsipale at distributional differences
across countries in the manipulable and non-maaigell factors that might be
associated with people’s contact propensities. IsEome model contact propensity in
each country in a logit model and discuss diffeesnt the optimal specification
across countries. Contact is defined as a dummiahlarwhere 1 denotes that in-
person contact with the household was establishieally, we carry out the central
analysis of this paper: a decomposition of diffeemnacross countries in contact rates
into (1) differences due to differences in manipléasurvey and non-manipulable
sample unit characteristics (characteristics effe¢2) differences due to the
differential effect of these characteristics on #wntact propensity (coefficients
effect) and (3) differences due to a pseudo-intemacbetween (1) and (2). In
addition, a detailed decomposition of the chargsties effect looks at which
characteristics contribute most to the differenaescontact propensities across
countries. Since the decomposition method (alsavknas counterfactual analysis) is
not a standard analysis technique in survey metbggdcf. Nicoletti & Buck, 2004)

it is described in the following.

Aggr egate decomposition

The general aim of the aggregate decomposition separate out differences in the
outcome (i.e. contact propensity) into differendeg to distributional differences in
the sample characteristics (i.e. the variablesuged in the model) and those due to
differences in the coefficients.

Contact is the binary dependent variable. In atlogbdel, the predicted contact

propensityy. for each sample unitis estimated by

. _ 1
yi - F(ﬁ’ X) - 1+e-(/51+/32><i) ’

wheref; is the vector of all coefficients estimated foe tihatrix of characteristics.

A country’s predicted contact rate then correspotadshe mean predicted contact

propensityy .



The difference in mean predicted contact propenmtyeen two countries A and B is

a function of the coefficients and the charactessn the country models.

yA_yB:F(ﬂA’XA)_F(ﬁB’XB)' (1)

Figure 2 below illustrates the country differenoemean predicted contact propensity
that we decompose. We aim to describe how the mesdicted contact propensity
would change, if both the characteristi¢sind the coefficients changed from those
of country A to those of country B (dotted arrowpanel 1). We investigate the extent
to which the country difference in contact rateli® to a difference in characteristics
and to what extent it is due to a difference inficients. For this we estimate the
mean predicted propensity associated with the chenatics of country A evaluated
at the coefficients of country B (box 2 in panel &d the contact propensity
associated with the characteristics of country Bleated at the coefficients of
country A (box 3 in panel 2). Changing the coeéfits from those of country A to
those of country B (box 1 — box 2 or box 3 — boxdéscribes coefficients effects.
Changing the characteristics from those of couAtty those of country B (box 1 —
box 3 or box 2 — box 4) describes characterisfieses.

Figure 2: lllustration of differences in mean pdd contact propensities

Coefficients Coefficients
(7] ()
% Country A | Country B % Country A | Country B
T 1 2 5 1 2
*g Country A| F(BaXa) *g Country A| F(Ba,Xa) F(Bz.Xa)
a R Z @ 3 Z l
5 Country B F(Be,Xs) 6 Country B| F(Ba,Xg) F(Bs:Xs)

—

In mathematical notation we expand the right-hadd ef equation (1) by adding and
subtracting H{s,Xa), FBa,Xg) and Ffg,Xg).

Ya~V¥s (2)
:[F(ﬁA!XA)_F(ﬁB!XB)]"'[F(ﬁB!XA)_F(IBBvXA)]"'[F(IBA!XB)_F(IBNXB)]"'[F(IBBvXB)_F(ﬁB!XB)]

By rearranging the addends in (2) we get (Even &pherson, 1993)

Ya~V¥s (3)

= [F(ﬁsl XA) - F(IBB7 XB)] +[F(:8A! XB) - F(IBB7 XB)] +[F(:8Av XA) - F(IBB7 XA) + F(IBB7 XB) - F(ﬁA’ XB)]
& ~ = ~ N~ —— v
characteristics effect coefficients effect pseudo-interaction effect
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The difference in the mean predicted contact ra®véen countries A and B is
therefore composed of three parts. The first addeéescribes the difference in
predicted probabilities arising from a change imgke characteristics assuming that
the coefficients remain unchangethdracteristics effect). This characteristics effect
indicates how many percentage points the predictedact rate in country B would
have been higher (lower) if country B had had tfenipulable and non-manipulable
characteristics of country A. The second addendrdess the difference in predicted
probabilities arising from a change in coefficieassuming that the characteristics
remain unchangedcdefficients effect). This coefficients effect indicates how many
percentage points the predicted contact rate imtcplB would have been higher
(lower) if country B had had the coefficients ofuatry A. The third addend reflects
the extent to which these two assumptions are samebusly broken; i.e. that some
variables simultaneously have different coefficgeaind different distributions. This is
similar to an interaction effect in regression gsat. Note that the predicted

characteristics and coefficients effects differ eleging on whethey, -y, or y_ -y,

is estimated. In the former the characteristiceaffexpresses that we evaluate a
change in characteristics from country A to coumrgt the coefficients of country B.
In contrast, in the latter comparison the chargties effect expresses that we
evaluate a change in characteristics from countty 8untry A at the coefficients of
country A. Equivalently, a change in coefficientstveen country A and B is
evaluated at the characteristics of country B m filst and at the characteristics of
country A in the second case. The choice of ref@aountry is therefore central to

decomposition analyses.

Choosing a reference country

The comparison of two subgroups as described imdgigeegate decomposition above
is the standard type of comparison. This standaabmhposition makes sense when
comparing subgroups that are inherently binary, emgn and women. However,
comparing contact rates across countries is nanary problem. Though one can
compare all possible pairs of countries with eatfe this is rather tedious and
unintuitive when more than three countries are Ive@. Comparing seven ESS
countries with each other (plus the comparison$ whie opposite reference group)

yields 42 comparisons, with each a characterigftect, a coefficients effect and a

11



pseudo-interaction effect. In addition to the she@mber of results that need to be
interpreted, one would also need to make sensénefpbssibly different results

depending on which two countries are involved g d¢bmparison.

In this paper we use the UK as the reference cpuntall the decompositions. The
rationale behind this is that the ESS was in maaysamodelled on the UK-way of
designing and implementing surveys: the questioen@& developed in British
English, the maximum number of sample units to $sgmed to an interviewer is 48,
which corresponds to the norm in the UK'’s largestia survey organisation;
interviewers’ contacting schedules need to conttirleast one evening and one
weekend call to each sample unit, which is a reguént based on research findings
from UK studies (Campanelli et al., 1997; Purdoralet 1999; Groves and Couper
(1998) found similar associations for the US). Biase equation (3) and with the UK
as the reference country the decomposition of ifierence in contact rates between

the UK and another countfyis

Yok ™Yo (4)
:[F(:Bcv XUK) - F(:Bcv Xc)] +[F(AJK1 Xc) - F(ﬂC’ Xc)] +[F(ﬁJK’ XUK) - F(:Bcv XUK) + F(:Bcv Xc) - F(AJK' Xc)]

Detailed decomposition of the characteristics effect

The aggregate decomposition decomposes the differencontact rates between the
UK and each of the six other countries into a otteréstics effect, a coefficients
effect and a pseudo-interaction effect. We carh&rrdecompose the characteristics
effect by looking at the contribution of individuaharacteristics (as a part of the
whole characteristics effect). While there are etéht ways of looking at the
contribution of separate characteristics, the by meost common and simplest is to
evaluate the contribution of each characteristithatr sample mean and weight the
characteristics effect by this contribution. Thegmwrtion of the characteristics effect
due to they variable then is (Even & Macpherson, 1993; YurQ40

F(Be Xuc )= F (B, X {ZﬁC(X‘ZK__)}[F/J’C, Xo)-Fla. X ). )

( UK_X)

The total characteristics effect is the sum ofdffects of each separate characteristic
r. The contributions of the dummies of a categoni@iable need to be examined

together, because their contribution will dependtlo& choice of omitted category.

12



The sum of the characteristics effects of the aateg (dummies), however, is

invariant to the choice of omitted category (Yu@03).

Interpreting the decompositions

The results from decompositions can yield new imsiginto explanations for
differences in contact rates across countries. @ime in this paper is to find
significant characteristics effects of manipulablgvey characteristics that have an
influence on the differential contact propensiti\eTdecompositions then show what
the contact rate in Belgium / Finland / Greeceeldnd / Portugal / Spain would have

been, had these countries adopted similar fieldwtdtegies as the UK.

Where the aggregate decompositions yield largeficaafts effects the interpretation
is a little intricate. The coefficients effects ioate that the characteristics included in
the model either have a different effect on conpmopensity across countries or that
these characteristics do not explain the differeimceontact rate, i.e. at least one
relevant variable was omitted from the model. Ither case, the manipulable

characteristics that were measured then do noaexiie difference in contact rate.

Interpreting decompositions with large pseudo-sxtgon effects is also difficult. The
interaction term reflects the extent to which thwe assumptions of the characteristics
and coefficients effects are simultaneously brokensome variables simultaneously
have different coefficients and different distrilomis. As a result, in models where a
large proportion of the difference in contact retedue to a pseudo-interaction the
characteristics and the coefficients effects affecdlt to interpret.

RESULTS

Our data allow us to fit logit models of contactseven countries (Belgium, Finland,
Greece, Ireland, Portugal, Spain and the UK) ancomipose the differences in
contact rates between the UK and the other six toesn Only cases where at least
one contact attempt was made in person were indludthe analyses. The reason for
this is that we define contact as in-person coniéitt the household. Cases where no
in-person contact attempts were made, therefore,neachance of being contacted.

Furthermore, if all neighbourhood characteristieravmissing for a sample unit the

13



case was dropped from the analyskstotal, 4.5% of cases (960 out of 21,433) had
to be dropped because of no in-person contact piteto the case or missing
neighbourhood characteristics. The largest proportif cases had to be excluded in
Finland, where 442 cases (16.5%) were never atespt person. In the other
countries the proportion of cases excluded fromahalysis ranged from 0.2% in

Spain to 6.4% in Belgium.

In the following we present the results of our geiE. The descriptive statistics and
the logit models are only briefly presented (Tablend Table 3). They are discussed
in detail together with the results from the decosifion analysis. Only variables that
were significant at the 5-percent level in the togbdel of at least one country were
included in the analyses. The following variables@not statistically significant.

* Type of housing: whether the sampled person livedai single-unit house
(including farms) or a multi-unit house. The urlwty of the area, i.e. the
percentage single-unit houses and farms in anvieteer's assignment (excluding
re-issues), however, was significantly associatét probability of contact. Once
the type of housing was excluded from the modéks,indicator for whether there
was an intercom at the housing unit showed a sogmf association with the
probability of contact.

« Security features: whether there were any sectedyures at the house, such as
security lights, bars on the windows or alarm syste

» Contact attempts by phone: whether contact with shenple unit was ever
attempted by phone. A variable indicating the petage of cases that the
interviewer attempted by phone, however, was fdortae significant in Finland.

ZIn total 763 cases had to be excluded from théysissbecause no in-person contact attempt had been
made. An additional 197 cases were excluded duggsing neighbourhood information.

UK | Belgium| Finland| Greece Ireland| Portugal Spain| Total
No in-person contact attempt 2 171 442 7 77 60 4 763
Neighbourhood vars missing r7 32 9 0 78 0 1 197
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Table 2: Descriptive statistics UK Belgium Finland Greece Ireland Portugal  Spain Total
Contact rate (%) 95.0 95.3 95.7 98.0 93.3 96.4 89.7 94.6
Manipulable factors

Timing of contact attempts

% of cases ever attempted on a weekday daytimerg&pm) 88.8 63.8 82.2 62.8 75.0 54.7 77.4 12.9
% of cases ever attempted on a weekday evenirgy &) 23.0 29.6 17.0 28.5 23.9 31.5 35.7 27.2
% of cases ever attempted on Saturday 25.2 22.8 2.9 21.7 20.4 50.0 19.1 22.7
% of cases ever attempted on Sunday 9.0 3.0 1.6 20.6 4.3 32.7 12.2 11.4
Mean number of in-person contact attempts per saonpt 2.4 1.4 1.1 1.6 1.7 2.4 2.1 18
Standard deviation 2.2 1.0 0.5 1.2 1.2 1.8 1.7 15
Mean interviewer cooperation rate (%)* 47.5 59.6 72.6 77.6 70.3 72.4 52.4 68.5
Standard deviation (%) 14.8 19.7 11.3 21.0 16.3 18.9 20.0 21.0
Missing (n) 2 1 1 4
Mean interviewer workload (cases worked on)* 29.1 1.22 23.4 25.1 32.2 47.3 47.4 32.0
Standard deviation 11.7 10.8 8.9 12.7 141 20.1 39.8 22.3
Mean % of cases in workload phoned by the intereigw 0.4 8.9 90.7 0.7 1.9 4.4 0.5 12.4
Standard deviation (%) 1.2 14.4 8.8 2.3 4.2 7.7 1.7 28.7
Interviewer calling strategy

Mean % of an interviewer’s in-person calls on akdass daytime (before 5pm)* 67.8 55.1 79.1 51.3 61.2 33.8 58.0 58.5
Standard deviation (%) 18.3 24.8 12.9 22.1 20.9 15.7 20.4 28.1
Mean % of an interviewer’s in-person calls on akdss evening (after Spm)* 14.2 23.9 16.5 20.4 16.9 17.8 22.6 19.0
Standard deviation (%) 11.5 18.9 11.5 135 15.2 10.9 14.7 14.5
Mean % of an interviewer’s in-person calls on augidy* 13.2 17.6 2.9 14.3 13.3 28.4 12.1 14.3
Standard deviation (%) 11.8 21.1 5.7 14.3 11.8 13.2 13.5 15.2
Mean % of an interviewer’s in-person calls on adyt 4.7 2.4 1.4 13.9 2.6 19.9 7.3 1.1
Standard deviation (%) 7.6 7.1 2.8 15.2 4.0 12.3 9.8 11.1
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Non-manipulable factors UK Belgium Finland Greece Ireland Portugal Spain Total
Intercom/entry phone at the address (%) 9.9 219 310 381 4.4 42.3 68.1 28,0
State of buildings in the area (%)

Good state 63.0 67.0 72.9 40.2 73.5 48.8 51.3 59.3
Satisfactory state 33.6 28.2 24.4 50.3 229 44.1 40.5 35.1
Bad state 3.4 4.8 2.7 9.5 3.6 7.1 8.2 57
Missing (n) 1 26 18 30 3 62 140
State of sampled address compared to the area (%)

Better 11.0 17.6 15.7 20.9 21.2 16.7 16.2 1y.0
Same 82.2 74.1 77.2 68.1 70.7 75.4 77.6 75.1
Worse 6.7 8.3 7.2 11.0 8.1 7.9 6.2 7.9
Missing (n) 4 29 29 33 3 69 167
Urbanicity

Mean % cases of multi-unit housing in interviewssignment 16.6 14.6 37.2 47.2 2.1 41.4 67.6 32.0
Standard deviation (%) 17.3 17.6 20.9 30.8 5.2 24.1 29.1 31.0
Mean % cases of single-unit housing in intervieag&signment 80.8 80.0 55.5 52.2 81.7 53.6 29.4 62.4
Standard deviation (%) 18.2 17.5 18.7 30.8 15.0 22.6 26.7 29.2
Mean % cases of farms in interviewer assignment 05 23 6.1 0.4 11.5 0.9 2.9 3|4
Standard deviation (%) 2.0 4.4 7.7 2.6 14.4 2.6 10.7 8.6
Base 3,592 2,984 2,276 3,219 2,995 2,132 3,288 20,486

Note: * weighted for all sample units
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Table 3: Logit models of contact

UK Belgium Finland Greece Ireland Portugal Spain
b b b b b b b

Ever called in the evening 1.747 0.563 0.345 -0.377 0.328 -5.128**  -0.231
Ever called on a Saturday 4.635 -0.039 -0.989 -2.072 -0.142 -0.857 0.156
Ever called on a Sunday -0.423 0.466 1.327 -2.516 -1.504* -5.412 *** 0.798
Log (# in-person contact attempts) -0.619  -1.624 ***  -1.597** -4 483**  -2,479%* -6.821 % -],193***
Log(attempts)*evening -1.44% -0.969 ** -1.792 ** -0.008 -0.465 3.108**  -0.451
Log(attempts)*Saturday -2.698* -0.123 -0.175 1.266 0.262 0.573 -1.122%**
Log(attempts)*Sunday -0.092 -0.694 -2.215 1.392 1.398* 3.147 *** -1.28**
Interviewer workload 0.001 -0.021* -0.005 0.005 0.01 0.008 0.001
Interviewer ability (cooperation rate) 0.005 0.033*** 0.053*** 0.024 *** 0.009 -0.02* -0.007
Interviewer calling strategy:
Evening calling 0.034** 0.006 0.016 0.004 0.019** -0.04 * 0.011
Saturday calling -0.006 0.001 -0.026 0.006 0.02* -0.018 0.005
Sunday calling 0.01 -0.011 0.081 -0.003 0.012 -0.034 0.007
Interviewer phone contacting -0.031 0.01 -0.04* -0.022 0.024 -0.002 0.005
Any intercom -0.433 -0.233 0.158 0.555 0.127 -0.903** 0.346
Physical state of building:
Satisfactory -0.046 -0.189 -0.142 -0.192 -0.055 -0.316 -0.047
Bad -1.165** -0.035 -1.408* 0.843 -0.742 0.098 -0.21
Comparative state of building:
Better 0.191 1.258**  -0.147 0.641 0.976*** 0.185 0.001
Worse 0.465 -0.071 0.162 -0.235 0.485 -0.876 -0.591
Urbanicity (farms, single-unit housing 0.001 0.003 0.013* -0.01 0.021** -0.015 * 0.003
Constant 3.45T** 2.199*** 2.846 7.619%** 0.798 17.657*** 4.087 ***
Chi 512.499 293.206 195.093 290.437 437.913 239.01 930.042
Pseudo R 0.362 0.258 0.243 0.468 0.299 0.361 0.425
N 3590 2984 2276 3218 2994 2132 3288

Legend: *p<0.05; **p<0.01; ***p<0.001
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L ogit models

In a next step we fitted the same logit modelslirt@untries to compare the coefficients of these
models across countries. Modelling decisions weasetl on the literature discussed above.
Categorical variables were included as dummies tAedcategory that was modal across most
countries was omitted. A small amount of missinguea was captured in the modal (omitted)
category. Other item-missing cases were list-widetdd; since their number is small (seven cases
across the seven countries) this is unlikely toehasignificant impact on the analysis. In the case
of the interviewer calling strategy and urbanigitg variables are not strictly speaking categarical
nevertheless, to prevent multicollinearity onetef tomposite variables was omitted. In Table 3 the
logit coefficients of seven models of contact aispldyed; one model for each country included in

the analysis.

The y* tests and McFadden’s’Rhow that the model fit is good yet varies acrossntries. In
addition, Wald tests and Likelihood Ratio tests evperformed to confirm the significance of the
variables in the model. While there are some shitigg across countries in the relevant variables,
there are also many differences. Overall, the logpdels give insight into manipulable and non-
manipulable factors associated with contact prapemsthe seven countries. However, they cannot
explain which factors are associated wdifferences in contact propensitgcross countries. The
interpretation of the logit models is limited sintteey only reveal differences in the processes
correlated with contact but not differences in ¢tharacteristics. Finding out whether differences in
contact rates are due to differences in charatit=jglue to differences in coefficients or botlhs

purpose of the decomposition analysis that follows.

Decompositions

The results from the decompositions between thenidiflel and each of the other six countries are
listed in Table 4. The first part of the table digfs the mean predicted probability of contactther

UK model (row 1), for the country models (row 2)dahe mean predicted contact probability when
evaluating each country’s characteristics at UKffoments (row 3) and when evaluating UK
characteristics at the coefficients of each coufriow 4). The fifth row displays the difference in
mean predicted contact probabilities (i.e. contates) between the UK model and the model in
each of the other countries. These are the difee®m contact rates that the decompositions aim to

disentangle.
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Table 4: Results from the aggregate and detailedrdpositionsy,, - V.

Belgium Finland Greece| Ireland| Portugal Spain

Predicted probabilities % % % % % %
(1) Buk Xuk) 95.0 95.0 95.0 95.0 95.0 95.0
(2) Be, Xo) 95.3 95.7 98.0 93.4 96.4 89.7
(3) Buk . Xc) 98.2 83.2 98.3 98.3 96.1 96.5
(4) Bc, Xuk) 82.6 90.1 91.3 84.1 98.4 87.6
(5) Buk, Xuk) — Be, Xe) -0.23 -0.70 -3.00 1.69 -1.35 5.38
Aggregate decomposition % points % points| % points % points| % points| % points|
Characteristics:pe, Xuk)-(Be, Xc) -12.63 -5.63 -6.77 -9.22 2.00 -2.11
Coefficients: Buk,Xc)-(Be, Xc) 2.96 -12.52 0.24 4.96 -0.25 6.80
Pseudo-interaction: 9.44 17.45 3.53 5.95 -3.10 0.69

(Buk:Xuk)-(Be:Xuk) +(Be, Xe)-(Buk. Xc)
Detailed decomposition

(characteristics) % points| % points| % points| % points| % points| % points
Timing of calls * # of calls -6.42 -5.55 -6.19 -3.91 6.94 -1.04
Interviewer workload -1.29 0.04 -0.02 -0.27 0.07 -0.10
Interviewer ability (cooperation rate) -3.12 0.00 0.00 -1.61 0.00 0.25
Interviewer calling strategy (% cases

called weekday evenings / weekend -0.65 -0.16 0.00 -0.25 -0.25 -0.76
Interviewer phone contacting -0.65 -0.06 -0.01 -0.30 -0.01 0.00
Any intercom 0.27 0.14 -0.54 0.06 -4.70 -1.54
Physical state of building -0.08 -0.03 -0.01 -0.04 -0.03 0.10
Comparative physical state of building -0.63 0.00 0.00 -0.84 -0.01 -0.03
Urbanicity T -0.02 0.00 0.00 -2.04 0.00 1.02

Below this, the aggregate decomposition is showre easurement unit here is the percentage
point difference in the contact rates explainedtliy composite parts. For example, the Greek
aggregate decomposition (third column) shows that majority of the 3.00 percentage points
difference in contact rate between the UK (95.0%] &reece (98.0%) is due to a difference in
characteristics between countries. In fact, haceGrdnad UK characteristics, the Greek contact rate

would have beefig., X, )-(8..X.), i.e. 6.77 percentage points lower (row 4 — row 2)

Finally, the detailed decomposition displays thecpetage points of the characteristics effect
explained by each characteristic. In the UK-Greeomparison, for example, the characteristics
effect is largely due to the timing and number alls; which are associated with a higher contact
rate in Greece. According to the detailed deconjppos Greece would have had a 6.19 percentage
points lower contact rate, if the Greek interviesvbad followed similar calling patterns as the UK
interviewers. The descriptive statistics show ihaGreece a larger proportion of the sample units
was contacted on weekday evenings and on Sundaysritihe UK. The evening and Sunday calls
are possibly the reason for this characteristifecef
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One should however be cautious interpreting decaitipns, where large pseudo-interaction
effects are involved, since we do not know whichrelsteristics contribute to the interaction. In the
Greek-UK comparison, for example, it might well that the interaction effect of 3.53 percentage
points offsets some of the effect of timing and bemof calls. The decompositions in Table 3 show
especially large coefficients and interaction @fdor the model comparing the UK with Finland.
Looking at the descriptive statistics one find ti@se are likely to be due to the large number of
cases that were attempted by phone in Finland. K96ré% of cases were attempted by phone
compared to 0.4 in the UK. Earlier we also mentibtieat in Finland 16.5% of cases were never
attempted in person and had to be excluded fronmitels in this paper. Apparently, fieldwork in
Finland was conducted very differently from that the UK. Possibly the UK-Finland

decomposition is a comparison of apples and oranges

For the UK-Belgium and UK-Portugal comparisons #iggregate decompositions also show large
interaction effects (relative to the size of thelraracteristics effects). While the logit models of
these countries can be interpreted, the detailedndpositions of the characteristics effect are less
meaningful. For better decompositions of these @mapns, the models need to be fit such that like
is compared with like. Additional information onnsple units and the fieldwork process, if
available, can improve these decomposition moddlsese additional variables aid explaining the
cross-national difference in contact rates. ForUKeSpain comparison (and to a lesser extent also
for the UK-Greece and UK-Portugal comparisons)rprieting the detailed decomposition of the
characteristics effect is more meaningful due telatively smaller interaction effect; even though
the difference in contact rate of 5.38 percent ketwthe two countries is largely explained by a

difference in processes (i.e. the coefficientsatffeather than a difference in characteristics.

FINDINGS

In the following we discuss the findings from thecdmpositions, the logit models and the
descriptive statistics across all countries. Howgt@eset the scene, we first describe the fieldwor
and neighbourhood characteristics in the refereestry and the contribution of each of these

variables in the UK logit model.
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The UK asreference country

The UK achieved an average in-person contact e&€%). While Finland, Greece and Portugal
achieved higher contact rates, Belgium’s contatd veas similar to the UK'’s, and Ireland and
Spain had lower contact rates.

The mean number of contact attempts in the UK (a8 amongst the highest, though with a very
large standard deviation. Most cases were attemgitdedast once during the day on a weekday
(88.8%), which was the highest proportion of case®ss these seven countries. 23.0% of cases
were attempted on a weekday evening and 9.0% omnaay, which was less than average.
However, the UK interviewers attempted 25.2% ofesaat least once on a Saturday; only
Portuguese interviewers attempted more cases ondags. The interviewer calling strategies (with
respect to the percentage of calls an interviewseried out on weekday days, weekday evenings,

Saturdays and Sundays) showed very similar patenmss countries.

The mean interviewer cooperation rate in the UK.§%) was much lower than in the other
countries. The interviewer workload, however, wagrage (29.1 cases per interviewer). The
proportion of cases interviewers attempted by pheag very low in the UK (0.4), which is likely

to be due to its sampling frame of addresses atgdviewer instructions not to use the phone to

attempt contact.

In the UK the percentage of addresses with andater(9.9%) was low compared to the other
countries. Only in Ireland there were fewer samphits with an intercom. Differences in the
presence of an intercom at the house were largssdthe countries analysed here. In addition, the
urbanicity indicator shows that the number of samphits situated in areas of predominantly
single-unit houses was similarly high in the UK,I@em and Ireland. In the other countries
(Finland, Greece, Portugal and Spain) a much Igoggportion of sample units lived in multi-unit
housing areas. This is correlated with the proportf cases with an intercom (especially in the
UK, Belgium, Greece, Portugal and Spain). Appayernte ESS samples of the UK and Belgium
were both less urban and less likely to have iotesc than the samples of Spain, Greece and

Portugal.

The state of the buildings in the UK sample wagaye. However, the state of the sampled address
when compared to the neighbourhood showed lesstiariin the UK than in the other ESS

countries. Apparently, countries differed in howrtagenous the neighbourhoods were. In addition,
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interviewers might record the state of a house eighbourhood differently across countries;
because these items are inherently subjective amwthative, and norms might well differ

systematically between countries.

Finally, the logit model of contact for the UK shewhat especially the number and timing of calls
made to a sample unit and their interaction werghlizi significant. There was a negative
association between contact propensity and botimdih@er of contact attempts and the attempting
of contact at a certain times. However, interviesvdiat attempted contact in the evening for most
of their sample units were more likely to make egntFurthermore, the logit model estimated that
the fact that a building was in a bad state wasaat®d with a lower contact propensity. The
proportion of cases an interviewer called uponrumweekday evenings was positively associated
with the probability of making contact in the UK.

Correlates of contact
Next we examine which factors were consistent pteds of non-contact across countries and
which were associated with non-contact in some t@mbut not in others. For this we jointly

analyse the descriptive statistics, the logit medeld the decompositions.

Number and timing of calls

To assess the impact of number and timing of coratiempts four variables were included in the
models: the natural logarithm of the number of aohattempts and whether there were any contact
attempts in the evening, on Saturday and on Surelayhermore, we assumed that the association
between successful contact and ever calling atwibekend / in the evening differs when one
contact attempt was made from when ten contacinptee were made. To account for this we

included interaction terms.

The logit models and the decomposition confirm suspicion that the timing and number of
contact attempts play an important role when ptedjc contact. Furthermore, the detailed
decompositions with Greece, Ireland and Portugalvsiome of the largest composite effects in
these variables. However, interpreting interactionaon-linear models is not straightforward. As
Norton et al. (2004) demonstrate, for non-lineardeis the output of standard statistical software
does not display the correct coefficients and stesh@rrors of interaction effects (and thereby also
of the main effects). Therefore, the interpretatdnhe effect of the number and timing of contact

attempts necessitates further analyses.
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We carried out additional analyses of the intecercteffect by means of Norton et al.’s Stata
programmanteff for calculating the marginal effects of the intgrans. To reduce the complexity
of our analyses and interpretations we examinetl @dgeraction effect in turn, i.e. separately for
weekday evening, Saturday and Sunday calls. Inlinear models marginal effects depend on the
values of all other variables in the model. TabRiA the appendix displays the mean interaction
effects, i.e. the mean change in the marginal etiemaking an evening, Saturday or Sunday call
associated with making an additional call; togethith their standard errors and z-statistiasll
other variables in the models were kept at theiuadcvalue. For each interaction effect in each
country, we further examined plots of the interacteffect with the predicted probability of contact
and of the associated z-statistic with the predigbability of contact (not displayed). In the UK
and in Spain we found significant interaction eféedn the UK, this was the case for evening calls
and Saturday calls (both interacted with the natogarithm of the total number of calls). In Spain
the interactions with evening calls, Saturday catld Sunday calls were largely significant. In the
other countries there was no or little significancethe interaction effects. Here only the main

effects of timing and number of contact attemptsaweterpreted.

To understand the interaction effects in the UK &pain Figure Al in the Appendix plots the
predicted probability of contact against the numdosat timing of calls. The plots show that in both
countries there was a negative association of tingber of contact attempts and contact propensity.
This means that the more contact attempts werertake®, the lower was the probability of
making contact with the sample unit. In additioh,ai sample unit was ever attempted in the
evening, on Saturday or on Sunday, the probakilitgontact decreased more steeply with each
additional contact attempt. Finally, for weekdaym®wg and Saturday calls this interaction effect

was more pronounced in the UK than in Spain.

For those countries not affected by the interacatiacts, we estimated predicted probabilities of
contact associated with different timings and nursbe calls (Table A3 in the Appendix). All

other variables were kept at their actual valueesehpredicted probabilities, as well as the
coefficients of the logit models (Table 3) showttltee number of contact attempts has a highly

significant negative association with contact progiy across all countries analysed. In Greece, for

® The interaction effect is the discrete differefioeterms of timing of call) of the single derivai (in terms of log(total
number of calls)). Norton et al.’s interaction etfe are therefore similar to calculating the maapieffect of ever
making an evening/Saturday/Sunday call associattd avunit change in the number of calls (i.e. wath additional
call).

The standard errors and z-statistics take intoadcthat the marginal effect varies with the sarspt®mbinations of
values of other variables in the model.
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example, the predicted probability of contact fameocall was 99.9%, while the predicted
probability of contact for five or more calls wa8.8%. In the other countries these differences are
even more pronounced. The most extreme differeree faund in Ireland, where the predicted
contact rate was 98.6% for cases with one call@h@% for cases with five or more calls. The
main effects of ever calling a sample unit on akelegy evening, Saturday or Sunday were more
heterogeneous across countries. In Ireland andig@drtever attempting contact on a Sunday was
negatively associated with probability of contalet. Portugal attempting contact on weekday
evenings had a negative effect. In the other cas)tno significant effect of the timing of contact

attempts was found.

In summary, interviewers face a decrease in thegimar effect of making additional contact
attempts. This finding is consistent (though ofeti#nt magnitude) across all countries. The effect
of ever calling in the evening, on Saturdays andSamdays varies across countries and no
consistent pattern was found. In countries wheeeethvas such an effect it was negative. In Spain
and the UK we found interaction effects; the chaimgde marginal effect of calling in the evening,
on Saturday and (for Spain) on Sunday associatddmaking an additional call was negative. This
means that in Spain and the UK the probability @kimg contact was lower the more contact
attempts were carried out; and for sample unitstibd ever been attempted in the evening or at the
weekend this decrease in contact probability wabheadditional call was steeper than for sample
units never called at these times. Across counttiesdecompositions showed that the timing and

number of contact attempts were strongly associatgddifferences in contact rates.

These findings appear to contrast with the litaggtuwvhich generally reports a positive effect of
attempting contact in the evening, on Saturdays @mdsundays (see Groves & Couper, 1998;
Purdon et al., 1999; Stoop, 2005; Lipps & Bens®@3). However, one should be careful with a
causal interpretation. While other authors lookedtte probability of contact at each call

conditional on the outcome of the previous call, e@mined the marginal effects of the total
number of calls (however cf. Olson, 2006). Sincatact attempts in the ESS were not randomly
assigned, interviewers chose to attempt contadimegs and days that they felt might be most
productive and that suited them. Therefore, itksly that only those sample units were contacted
repeatedly and in the evening / at the weekend ligaheir very nature were more difficult to

contact. The frequency distributions show thatpssrall countries, most of the sample units were
attempted at least once during daytime on a weekiBaly much fewer cases were contacted on

weekday evenings, Saturdays and Sundays. Apparesily sample units that are difficult to
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contact were attempted during the evening and wekkeurs. In Spain and the UK, apparently,
difficult-to-contact sample units were more likeétybe attempted repeatedly and were more likely

to ever be attempted in the evening and at weekends

Workload

Interviewer workload was negatively associated wibhtact propensity in Belgium, however, not
in any of the other countries. The descriptiveistias show that the Belgian sample units were
contacted by interviewers with comparatively low ritoads. That Botman and Thornberry’'s

(1992) expectation about the negative effect ohhigerviewer workloads is only confirmed in

Belgium, might be due to many countries allocatingre sample units to their best interviewers

thereby counteracting this workload effect.

Interviewer ability (cooperation rate)

The overall ability of an interviewer (proxied byetinterviewer cooperation rate) was a significant
predictor in four of the seven logit models. In glam, Finland and Greece a higher cooperation
rate was associated with a higher contact rate.@@fieartaigh and Campanelli’'s (1999) finding
that interviewers who are good at gaining coopenatire also good at making contact therefore
found support in these countries. However, in Ryattunigher interviewer cooperation rates were
significantly associated with lower contact rafese UK-Greece and UK-Portugal decompositions
(these are the decompositions with small pseudwantion effects), however, show little
contribution of the distribution of this charactic on the difference in contact rates across
countries. Apparently, interviewer abilities aret reasily compared across countries and cross-
national differences in interviewer cooperationesatlo not explain differences mean contact

propensities.

Calling strategies (timing of calls)

Having found that the timing of calls was assodatgth a lower contact propensity in some

countries, we examine the effect of intervieweatstgies with respect to timing of calls. It is

reasonable to assume that each interviewer’s assigincontained a mix of sample units with

respect to their at-home patterns and contactgabiliberefore, examining timing of call at this

aggregate level accounts for the variation in ottatality across sample units. The fact that the
model controls for urbanicity, furthermore, accaufar differences in contactability between urban
and rural areas. The logit models show that th@gtten of cases an interviewer attempted in the

evening was positively associated with contact ensty in the UK and Ireland and negatively
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associated with contact propensity in Portugal. iadidally, in Ireland the proportion of cases an
interviewer called on a Saturday was positivelyoasged with contact propensity. In the
decompositions, however, interviewer calling sgas play a less important role for these
countries. Only the UK-Spain comparison shows ®pain would have had a 0.76 percentage
points lower contact rate, had Spanish interviewasthe UK interviewers’ calling strategies. The
descriptive statistics show that interviewers ir tHK made a proportionally fewer calls on
weekday evenings and Sundays and more during weeakaime than interviewers in Spain.
However, again a causal interpretation would beleading here. Figure Al shows that the
difference in marginal effect of additional contattempts given between no evening call and at
least one evening (no Saturday call and at leastSaturday call) is much more pronounced in the
UK than in Spain. This indicates that UK intervies/@&vere more likely to only call difficult cases
in the evening (on Saturday), while Spanish ineamérs also called easier cases at these times.
Consequently, interviewers’ calling strategies péayole in achieving contact. However, cross-
country comparisons are hindered by cross-natidiff@rences in the use of evening and weekend

calls for difficult-to-contact sample units.

Contact by phone

Only in Finland was the proportion of cases anriésver attempted by phone associated with
contact propensity. As discussed previously, tmnish fieldwork was carried out quite differently
from fieldwork in the other countries examined hér¢hether a sample unit was contacted by

phone did not explain differences in contact ral@®ss countries.

Intercom

The type of housing a sample unit lived in was hjigtorrelated with whether the house was
equipped with an intercom. In fact, while type oiuking was not a significant predictor of contact
in the logit models the intercom was significantHortugal, once type of housing was excluded
from the model. Here the presence of an intercors megatively associated with contact, which
emphasises its function as a barrier to contactogsc countries, the UK-Spain decomposition
showed that had Spain had the intercom distributibthe UK, its contact rate would have been
1.54 percentage points lower. The descriptivestiesi showed that the Spanish sample had a very
large proportion of housing units with intercom8.%6 compared to 9.9% in the UK). However, in
contrast with the literature (Groves & Couper, 1998ps & Benson, 2005) this high proportion of
intercoms in Spain was beneficial for its contader Possibly, the presence of intercoms measures

impediments to access differently across countNgbereas in Spain having no intercom may
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indicate a tendency to have no direct access atoathe building (i.e. a locked gate with no
intercom is a bigger barrier than a locked gatdr\ait intercom) in UK no intercom may indicate

direct access to the housing unit.

Sate of building

A bad state of the sample unit’s building had aatigg impact of contact propensity in the UK and
Finland. Furthermore, if the building was compasly better than the rest of the buildings in the
area this was positively associated with contadpensity in Belgium and Ireland. In the
decompositions, however, the state of the buildamgl the comparative state of the building
contributed little to explain cross-national difaces. (There was a, relatively small, effect i th
UK-Ireland detailed decomposition. However, the yskeinteraction effect in the aggregate
decomposition might well cancel out this effect.)

Urbanicity

The effect of urbanicity on the probability of caot varies across countries. While in the UK,
Belgium, Greece and Spain no within-country efiediound, more rural areas are associated with
higher a higher probability of contact in Finlanmtddreland, but with a lower probability of contact
in Portugal. In the UK-Ireland decomposition urlzdtyi has a relatively large effect; however,
again this effect might be cancelled out by theudseinteraction effect. Consequently, the findings

are mixed.

One should remember that urbanicity was measuretbdiking at the proportion of multi-unit
houses in the interviewer’s initial assignment. Qtoes differ with respect to how common multi-
unit structures are in large cities and villagesudl indicators of urbanicity also implicitly captu
the busy life-style associated with living in a laidy. Due to differences in building styles across
Europe, the urbanicity indicator included in thesedels, might not capture this ‘busyness’ in the

cross-national decompositions.

Additional interviewer characteristics

In addition to the general models based on infolonadtom the ESS contact data, we were able to
include information from an interviewer survey irsecond set of analyses. The interviewer survey
was not carried out in all ESS countries. Of thantoes included in this paper data for the UK,

Belgium, Finland and Portugal were available. Femtiore, not all interviewers in these countries

filled in the interviewer questionnaire. Therefofer, some sample units no additional interviewer
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data existed. As a result, when estimating the lmgidels with additional interviewer variables the
base was smaller in these reduced models. TablénAhe Appendixdisplays the base of the
reduced sample (i.e. the number of sample unitswieee matched with interviewer information),
as well as the number of sample units that coutdoeanatched with the interviewer data. While in
the UK about 86% of cases and in Finland and Paltadpout 94% of cases had matched
interviewer data, in Belgium less than half of dases were matched with additional interviewer
information. Table A4 further shows the contactesabf these new samples. In Finland and
Portugal the in-person contact rate remained appately the same in the reduced sample. In the
UK and Belgium, however, the interviewers that pded information in the interviewer
guestionnaire achieved a higher contact rate therfull sample (0.5 percentage points higher in the

UK and 2.0 percentage points higher in Belgium).

How did the additional variables impact on the fagbdels and decompositions? To compare the
general logit models with the logit models with aibhal interviewer variables we re-estimated the
general model on the reduced data set. The gelogilmodels of the reduced data set and the
models with the additional interviewer variables atisplayed in Table A5. The additional
interviewer variables changed the strength of ffeces of the other variables in the logit models

only slightly and the direction of the effects renea the same.

The effects of the additional interviewer variablesied across countries. Being contacted by a
female interviewer or an interviewer with upperaetary or tertiary education was associated with
a higher contact propensity in Belgium, but nothi@ other countries. The interviewers’ age was not
associated with contact propensity when work expee was controlled for. Work experience is
only significantly associated with contact propégnsi Finland, where it has a negative association.
Sample units contacted by interviewers that usualye a card or message upon non-contact had
higher contact propensities in the UK but lower tegh propensities in Portugal. Finally, whether
sample units were contacted by interviewers thitresghbours for information was negatively
associated with contact propensity in Belgium.

Table A6 compares the decompositions of the gemamels on the reduced data set with the
models with additional interviewer variables fockdJK-country comparison. Blom (2008) noted
that additional covariates can reduce the coefftsieand pseudo-interaction effects, if these
covariates add additional explanatory power todbeompositions. In the decomposition in Table

6, this is the case for the UK-Finland decompositibhe decomposition of the general model with
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the reduced datasets showed immense coefficiedtmteractions effects, which were considerably
smaller for the extended models with additiona¢iviewer information; albeit still substantial. To
a lesser extent the additional interviewer varigsgduced the pseudo-interaction effect in the UK-
Portugal decomposition; though its coefficientseeff was slightly increased. The additional
interviewer variables added no explanatory powdah&UK-Belgium decomposition. Apparently,
the variables measured in the interviewer questimas did not explain differences in contact rates
between Belgium and the UK. While within Belgiuntarviewer gender, age and strategy with
regards to asking neighbours for information wessoaiated with contact propensity, differences in
contact propensity between Belgium and the UK werteexplained by them.

DISCUSSION AND CONCLUSION

The paper set out to identify correlates of diffexes in contact rates across countries. We aimed to
distinguish differences in the distributions dfaracteristics associated with contact propensity
from differences in theffect of these characteristics (i.e. the coefficientpmmrcesses) on contact
propensity. In addition, we tested the suitabibfydecomposition (or counterfactual) analyses for
investigating cross-national differences in contatés. The analyses yielded four main findings:
(1) the main characteristics associated with crad®nal differences in contact rates are the
number and timing of contact attempts; (2) in mamintry comparisons differences in processes
play a major role; (3) the meaning of some of tagables might well differ across countries; and
(4) a cross-national comparison between the UK Bmdand was hindered by fundamental

differences fieldwork approaches.

The number of in-person contact attempts made $sample unit and their timing were found

correlated with contact propensity within countreasd with differences in contact propensities
across countries. Across all countries, samplesuhdt received more calls were less likely to have
been contacted by the end of fieldwork. (One showte however that unlike most previous

studies, we only modelled unconditional probal@$tiNo conclusions about the contact propensity
at each additional contact attempt can be drawaidér and timing of contact attempts were the
only variables consistently correlated with boththivi-country contact propensities and cross-

national differences in contact rates.

In all decompositions we found sizable coefficieatspseudo-interaction effects. This can mean

three things: (1) processes differ across counfriesthe characteristics have different effec{®),
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the indicators included in the models measure iiffethings across countries or (3) the models are
missing key variables for explaining cross-courtifferences in contact rates. Though differences
in processes are to be expected, the analysesdiswdound some evidence for differences in
measurement and missing variables. Models with tadadil interviewer variables showed that
pseudo-interaction and coefficients effects wermemhat reduced when additional interviewer
characteristics were controlled for. Furthermoree tdecompositions detected variables with
different meanings across countries. Notably theamicity indicator (i.e. proportion of single-unit
housing and farms in an interviewer assignmenthirh@ve a different meaning across countries. If
urbanicity is to distinguish the tranquillity of wotry life from the bustle of the city, then the
proportion of single-unit housing might not accehatreflect this in a cross-country comparison.
Building styles differ across countries and so nijie proportion of single-unit housing in busy
areas differ across countries. However, other stahdirbanicity indicators (e.g. city size) bear
similar problems concerning their cross-country lingtions for busyness. To improve analyses of
cross-national nonresponse we therefore need tdinocen searching for truly comparative

indicators.

Finally, the analyses raised awareness to the g@moldf comparing apples and oranges, i.e. of
comparing fieldwork strategies across countrieghi UK-Finland decomposition we found very
large coefficients and pseudo-interaction effeaicating that the fieldwork processes differed
strongly between the two countries. In Finlanddiedrk in the ESS relied heavily on contact
attempts by phone, while this is hardly practicedhie UK. Consequently, the Finnish and UK

fieldwork strategies were too dissimilar to warrargensible comparison.

The novel application of the decomposition meth@d allowed us to reach some important
conclusions about the correlates of cross-natidifrences in contact rates. The analyses showed
that the composition of the contacted sample imva@rily influenced by the number and timing of
contact attempts. Consequently, the countries rdiffgh respect to the contactability of the
contacted sample, which is likely to be correlatgth other sample unit characteristics such as
employment and family situation. However, theraisaveat. Due to a lack of direct measures of
sample-unit demographics we cannot ascertain wheth#ferences in contacted sample
composition is due to differences in the populatias regards the distribution of employment and
family characteristics) or due differences in thaywhe ESS was carried out across countries.

Future research will need to address this problem.
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APPENDIX

Table Al: Reasons for excluding countries fromahalysis

Country Problems

Austria No interviewer identification numbers irethontact data.

Czech Incomplete outcome codes; in 10% of the contaengits the result code is missing; the physicaéstat

Republic of the building was coded ‘same’ for all cases

Denmark The first contact attempt was missing agighbourhood data were very incomplete.

France France did not deposit any contact data.

Germany In 30% of cases all neighbourhood varialvlE® missing.

Hungary A large number of interviewer identificatioumbers was missing.

Israel A large discrepancy between the number sésan the main data file and the number of ineaw
outcomes in contact data

Italy A large number of interviewer identificatiomumbers was missing for the last contact attempt.

Luxembourg | All security features were missing.

Netherlands | A large number of interviewer idengéifion numbers was missing for the last contactrgite

Norway For data protection reasons Norway coulddegiosit any data on nonrespondents.

Poland After deleting cases where all neighbourheadables were missing and where there were nq in-
person contact attempts, Poland had a 99.93 coratetand therefore too little variation in the
dependent variable.

Sweden For data protection reasons Sweden couldepaisit any contact data.

Switzerland Many contact attempts were carried mutthe phone and registered in the contact dataleWttne
Swiss data are of good quality, their fieldworlkastigy was not comparable to that in other countries
because for some cases more than 100 contact #tevepe made. The combined contact data|file
registers only 10 attempts.

Slovenia 661 sample persons without sample unittifigation number; many item missings on otherialales

Table A2: Mean interaction effects of timing andwher of calls

Evening calls Saturday calls Sunday calls
Mean Mean Mean
UK interaction effect -0.075| interaction effect-0.065| interaction effect -0.035
standard error 0.023tandard error 0.023tandard error 0.023
z-statistic 0.64}z-statistic 1.452z-statistic 0.380
Belgium | interaction effect -0.031|interaction effect-0.014 interaction effect -0.015
standard error 0.023tandard error 0.023tandard error 0.042
z-statistic -0.218z-statistic -0.595z-statistic 0.024
Finland interaction effect -0.050| interaction effect-0.077| interaction effect 0.018
standard error 0.034tandard error 0.063tandard error 0.106
z-statistic -1.038z-statistic -1.321z-statistic 0.438
Greece interaction effect-0.011| interaction effect 0.006| interaction effect -0.010
standard error 0.018tandard error 0.0Z2%tandard error 0.021
z-statistic -0.778z-statistic -0.868z-statistic -1.045
Ireland interaction effect -0.014 interaction effect 0.016| interaction effect 0.041
standard error 0.026tandard error 0.02standard error 0.037
z-statistic 0.164z-statistic 0.232z-statistic -0.302
Portugal | interaction effect 0.040|interaction effect 0.017|interaction effect 0.022
standard error 0.036tandard error 0.033tandard error 0.038
z-statistic -0.736z-statistic -0.269z-statistic -1.000
Spain interaction effect -0.056| interaction effect-0.094| interaction effect -0.072
standard error 0.025tandard error 0.035tandard error 0.039
z-statistic -2.13Bz-statistic -1.989z-statistic -0.619
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Figure Al: Interactions of number and timing of tamt attempts in the UK and Spain

UK
evening * # contact attempts  Saturday * #aocnattempts
100%7] B—8—8—m 5 0% h—u— m 5 o
<~ <
o 80% AN = 80% AN
§ \Q § \\
§ 60% AN § 60% e
= N ~
g - & N
40% ~ 40% S
e
20% -+ T T T T 1 20%
1 2 3 4 5 1 2 3 4 5
# contact attempts # contact attempts
Spain
evening * # contact attempts  Saturday * #aonattempts Sunday * # contact attempts
100% — 100% — 100% =
B e ~ h ~ ~ T ~
= 80% \‘.\ = 80% '0\ = 80% \\’
s T 8 T s AN
S 60% S 60% ~ S 60% Ne
° 2 e ° S
& 40% e 40% & 40% e
20% - T T T T 1 20% - 20%
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
# contact attempts # contact attempts # contact attempts
— No evening/Saturday/Sunday call --- at least@rening/Saturday/Sunday call

34



Table A3: Main effects of timing and number of sath predicted contact rates across

countries
UK Belgium Finland Greece Ireland Portugal
A evening call (keeping number of contact attemptsat actual value)
No sample unit called ever in the evening 959 496 984 93.8 96.1
Actual situation in contact data 95.3 95.7 98.0  .493 96.4
All sample units ever called in the evening 95.3 5.89 97.8 93.2 94.4
A predicted contact rate none vs. all called
in the evening -0.6 -0.6 -0.5 -0.6 -1.5
*kk
A Saturday call (keeping number of contact attemptsat actual value)
No sample unit ever called on Saturday 95.5 96.098.1 93.1 96.2
Actual situation in contact data 95.3 95.7 98.0 .493 96.4
All sample units ever called on Saturday 95.0 91.2 97.7 93.6 96.3
A predicted contact rate none vs. all called
on Saturday -0.5 -4.8 -0.5 0.5 0.2
A Sunday call (keeping number of contact attempts at actual value)
No sample unit ever called on Sunday 95.5 95.3 7 95. 98.3 93.3 96.6
Actual situation in contact data 95.0 95.3 95.7 098. 934 96.4
All sample units ever called on Sunday 93.6 95.1 996 97.4 91.3 94.5
A predicted contact rate none vs. all called
on Sunday -0.3 1.1 -0.9 -2.0 -2.1
* *%k%
A # contact attempts (keeping evening, Saturday and Sunday calls at actual value)
Actual situation in contact data 95.3 95.7 98.0 .493 96.4
1 contact attempt 98.2 97.2 99.9 98.6 98.4
2 contact attempts 93.9 90.9 99.3 93.6 98.0
3 contact attempts 87.9 82.6 97.6 84.8 96.9
4 contact attempts 81.1 74.5 93.9 73.9 94.0
5 or more contact attempts 74.3 67.5 86.7 62.6 6 82.
A predicted contact rate 1 vs. 5 or more
contact attempts -23.9 -29.7 -13.2 -36.0 -15.8
*kk *kk *k%k *k*k *kk

Legend: * p<0.05; ** p<0.01; *** p<0.001
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Table A4: Descriptive statistics - Contact datahiitterviewer characteristics

Interviewer variables UK Belgium Finland Portugal Total
Contact rate (%) 95.1 97.3 95.7 96.3

Sex of interviewer (%)*

Male 50.3 39.0 97.2 38.2 578
Female 49.7 61.0 2.8 61.8 427
Missing (n) 1 20 9 - 30
Interviewers' level of education (%)*

Primary 3.8 1.0 114 2.7 5.0
Secondary, vocational 20.9 33.1 41.8 29.3 30/0
Secondary, higher 30.3 44.4 40.0 47.0 38.8
Tertiary 45.0 21.6 6.9 20.9 26.p
Mean interviewer age* 55.8 49.7 51.2 38.4 49.6
Standard deviation 9.0 12.1 6.4 10.7 116
Missing (n) 20 31 24 - 75
Interviewer leaves message / card upon non-co(e)t

Always 9.9 8.6 1.8 24.6 11.1
Often 26.3 29.8 10.9 10.1 193
Sometimes 44.5 21.0 224 24.0 304
Rarely 14.0 15.8 40.8 8.1 19.6
Never 5.4 24.8 24.1 33.2 19.7
Missing (n) 8 - 16 - 24
Interviewer asks neighbours upon non-contact (%)*

Always 3.7 18.1 10.0 9.9 9.1
Often 12.9 25.9 48.4 10.8 234
Sometimes 60.0 30.1 35.3 32.8 42 6
Rarely 19.0 20.2 6.2 25.9 17.6
Never 4.3 5.8 0.0 20.6 7.3
Base (n)* 3,082 1,426 2,153 1,996 8,657
Cases without matching 510 1558 123 136 2,327

interviewer data (n)

Note: * weighted for all sample units
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Table A5: Logit models of contact — general modghweduced data set and model with intervieweratiaristics

UK UK Belgium Belgium Finland Finland Portugal Portugal
b b b b b b b b
Ever called in the evening 0.514 0.426 -0.182 -0.467 0.314 0.329 -4.834** -5.372 ***
Ever called on a Saturday 5.98% 6.198*** 0.666 0.714 -1.343* -1.313* -1.182 -1.228
Ever called on a Sunday -0.656 -0.690 -2.192 -3.493 0.750 0.973 -5.542** -5.173 **
Log (# in-person contact attempts) -0.787 -0.731 ** -2.210 ** -2.780 ** | -1.390** -1.462 ** -7.560 *** -8.126***
Log(attempts)*evening -0.691 -0.646 0.054 0.046 -1.865** -1.883 ** 2.973 ** 3.503 ***
Log(attempts)*Saturday -3.340* -3.517** -1.306 -1.220 0.338 0.329 0.585 0.561
Log(attempts)*Sunday -0.001 -0.036 0.875 1.455 -1.944 -1.970 3.285** 3.087 **
Interviewer workload 0.001 0.003 -0.065* -0.080* -0.004 0.008 0.020** 0.014
Interviewer ability (cooperation rate) 0.007 0.006 -0.038* -0.049* 0.049 *** 0.043*** -0.044 *x* -0.030*
Interviewer calling strategy:
Evening calling 0.032*  0.037 ** -0.044 ** -0.045 * 0.013 0.010 -0.076*** -0.096 ***
Saturday calling -0.012  -0.013 -0.042** -0.011 -0.018 -0.028 -0.027 -0.042*
Sunday calling 0.017 0.018 0.099 0.137 0.054 0.072 -0.035 -0.056*
Interviewer phone contacting -0.070 -0.033 -0.020 -0.023 -0.049* -0.053* 0.005 0.046
Any intercom -0.566 -0.544 -0.814 -0.770 -0.005 -0.008 -1.008** -1.162 **
Physical state of building:
Satisfactory -0.080  -0.126 -0.767 -0.833 -0.132 -0.131 -0.254 -0.233
Bad -1.443*%  -1.402 ** 0.377 0.472 -1.529* -1.414* 0.457 0.628
Comparative state of building:
Better 0.134 0.114 1.227 0.857 -0.056 -0.047 -0.004 -0.083
Worse 0.496 0.498 -1.172 -1.615* 0.210 0.142 -1.014 -1.184
Urbanicity (farms, single-unit housing) 0.000 0.003 -0.015 -0.009 0.016** 0.013 * -0.021 ** -0.029 **
Interviewer sex (female) -0.021 1.410% 1.321 -0.747
Interviewer age 0.006 0.065 0.047 -0.031
Interviewer education (higher secondary/tertiary) 0.097 1.258* -0.047 -0.560
Interviewer work experience (in years) -0.008 0.099 -0.043* -0.045
Interviewer leaves card (inverse coding) -0.383 -0.440 -0.185 0.520***
Interviewer asks neighbours (inverse coding) 0.1 0.718* 0.131 0.144
Constant 3.753***  4.516** | 13.674*** 8.964* 3.766 3.079 21.296*** 23.065***
Chi® 394.0 405.9 134.1 174.2 164.9 173.9 268.7 293.3
Pseudo R 0.353 0.363 0.405 0.526 0.234 0.247 0.431 0.47
N 3039 3039 1337 1337 1941 1941 1968 1968

Legend: *p<0.005; **p<0.01; ***p<0.001
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Table A6: Results from the aggregate and detaéabahpositionsy,, — V.
with interviewer characteristics

Belgium Finland Portugal
General General General
model model model

(reduced Interviewer| (reduced Interviewer| (reduced Interviewer

dataset) model | dataset) model | dataset) model
Predicted probabilities % % % % % %
(1) Buk Xuk) 95.1 95.5 95.1 95.5 95.1 955
(2) Bc, Xc) 97.3 97.3 95.7 95.6 96.3 96|3
(3) Buk . Xc) 96.6 97.9 39.4 79.4 95.8 955
(4) (Be, Xuk) 95.3 97.0 90.8 96.5 98.1 97,0
(5) Buk, Xuk) = Bc, Xc) -2.21 -1.77 -0.60 -0.11 -1.17 -0.80
Aggregate decomposition % points % pointy % points % points % points % o|n
Characteristics:e, Xuk)-(Be, Xc) -1.99 -0.30 -4.97 0.92 1.82 0.68
Coefficients: Buk,Xc)-(Be, Xc) -0.78 0.62 -56.29 -16.1p -0.51 -0.Y9
Pseudo-interaction: 0.56 -2.09 60.65 15(13 -2.48 .69-0
(BuksXuk)-(Be: Xuk) +(Be. Xc)-(Buk.Xc)
Detailed decomposition
(characteristics) % points % pointy % points % points % points % o|n
Timing of calls * # of calls 3.25 0.31 7.27 -0.41 .80 0.17
Interviewer workload 1.15 0.1p 0.08 0.01 -0.16 200
Interviewer ability (cooperation rate -1.94 -0.19 5.58 -0.28 0.75 -0.04
Interviewer calling strategy (% cases
called weekday evenings / weekend) -3.91 -0.28 0.04 -0.01 0.51 0.07
Interviewer phone contacting -0.71 -0.p6 -16.75 91.1 0.01 -0.04
Any intercom -0.30 -0.03 0.00 0.q0 0.19 0,01
Physical state of building 0.22 0.02 0.09 0/00 0.00 0.00
Comparative physical state of building  0.32 0.02 -0.01 0.00 0.01 0.00
Urbanicity -0.08 0.00 -1.27 0.0/7 -0.30 0.00
Interviewer sex 0.04 0.16 0.57
Interviewer age -0.11 0.06 0.00
Interviewer education level -0.04 0.00 0.00
Interviewer work experience 0.01 0.07 -0/04
Interviewer leaves card -0.04 0.04 -0/02
Interviewer asks neighbours -0.06 0402 0.00
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