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ABSTRACT 
 

 
The most popular statistical models among empirical researchers are usually the ones which can be 
easily estimated by using commonly available software packages. Sequential binary models with or 
without normal random effects are an example of such models, because they can be adopted to 
estimate discrete time duration models in presence of unobserved heterogeneity.  
 
But an easy-to-implement estimation may incur a cost. In this paper we use Monte Carlo methods to 
analyze the consequences of omission or misspecification of unobserved heterogeneity in single spell 
discrete time duration models. 
 
 
 
 
 
 



1 Introduction

One of the main issues concerning the estimation of hazard regressions is unobserved het-

erogeneity.1 Ignoring unobserved individual characteristics may bias estimates of the effect

of observed explanatory variables and of duration dependence in the hazard function.

The standard way of accounting for unobserved heterogeneity is to consider a random

component, which represents a scalar function of time-invariant unobserved variables. The

hazard function is then defined conditioning on observed explanatory variables and on the

unobserved random component. It is then possible to estimate model parameters by max-

imizing the likelihood from which the unobserved random effect is integrated out. The

resulting model is a mixture of hazard functions with respect to the unobserved random

component. The estimation of these mixture models requires either to assume a specific

parametric distribution for the random component, or to use a non-parametric maximum

likelihood estimation.

In principle the non-parametric maximum likelihood estimation is the best solution to

minimize the potential bias caused by improper parametric distributional assumptions.2

Nevertheless, the computation of the non-parametric estimator is not usually possible us-

ing commands built into common software packages. For this reason many non-specialists

adopt easier estimation methods by either imposing specific parametric distributions for the

unobserved heterogeneity or by ignoring altogether the unobserved heterogeneity.

In continuous time duration models, the unobserved heterogeneity distribution is often

chosen to be gamma for analytical convenience (see Lancaster, 1979) and theoretical reasons

(see van den Berg, 2001; and Abbring and van den Berg, 2006). In discrete time duration

models, instead, the assumption of a normal distribution can be computationally convenient.

Under this assumption, discrete time duration models can be easily estimated as binary

models with normal random effects using widely available statistical programs.3

1See Lancaster (1979, 1990), Heckman and Singer (1984) and van den Berg (2001).
2See, for continuous time, Heckman and Singer (1984) and, for discrete time, Baker and Melino (2000)

and Zhang (2003).
3The fact that discrete time duration models can easily estimated by using widely available statistical

programs was first noticed by Yamaguchi (1991) and Jenkins (1995). Stata provides for example the com-

mands xtcloglog, xtlogit and xtprobit (cloglog, logit and probit) to estimate binary models with normal
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In this paper we evaluate the consequences of ignoring the unobserved heterogeneity or

misspecifying its parametric distribution when estimating single spell discrete time duration

models. Similar studies have been already carried out by Baker and Melino (2000), Zhang

(2003), Gaure et al. (2005).4 They find that estimates are biased if unobserved heterogeneity

is ignored or if its distribution is estimated non-parametrically using a discrete distribution

but with an incorrect number of support points. Zhang (2003) and Gaure et al. (2005) find

that the estimation bias is smaller if time-varying instead than time-invariant explanatory

variables are used.

One important issue - overlooked by Baker and Melino (2000), Zhang (2003) and Gaure

et al. (2005) - is that the residual variance in sequential binary models changes if unobserved

heterogeneity is ignored or if a non-parametric distribution with too few or to many support

points is used. Since the coefficients in binary models are usually normalized by dividing

them by the residual standard deviation, models with high (low) residual variances produce

coefficients which are attenuated (amplified). The attenuation (amplification) biases, Baker

and Melino (2000), Zhang (2003) and Gaure et al. (2005) find, could be then due, at least

in part, to their neglect of this issue. Mroz and Zaytas (2005) show that this is the case

for the choice of the number of support points of the unobserved heterogeneity discrete

distribution. Increasing (decreasing) the number of support points causes a reduction (rise)

of the residual variance and an amplification (attenuation) of the coefficients. In this paper

we show that the attenuation bias caused by the omission of the unobserved heterogeneity

or the misspecification of its distribution can be also a consequence, at least in part, of the

coefficient normalization issue.

We undertake a Monte Carlo study to evaluate the effects of two misspecification problems

in sequential logit models with unobserved heterogeneity:

1. omission of the unobserved heterogeneity when using time-varying and/or time-invariant

explanatory variables,

random effects (without normal random effects) and error terms with extreme value, logistic and normal

distributions. For more details on discrete time duration models we refer to Holford (1976), Prentice and

Gloeckler (1978), Allison (1982), Narendranathan and Stewart (1993) and Sueyoshi (1995).
4For continuous time duration models we refer instead to Heckman and Singer (1984), Lancaster (1985),

Trussell and Richards (1985), Ridder (1987) and Dolton and van der Klaauw (1990).
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2. imposing a normal distribution for the unobserved heterogeneity when instead the true

distribution is a gamma or a discrete distribution.

The consequences of the first type of misspecification were already studied by Baker and

Melino (2000) but they only considered time-invariant explanatory variables and, as already

noted, without taking account of the normalization issue in binary models. The consequences

of incorrectly imposing a normal random effect in discrete time duration model have not been

studied before.

Finally, we consider the effect of misspecifying both the distribution of the unobserved

heterogeneity and of the residual error.

The paper is organized as follows. Section 2 considers the effects of neglecting unobserved

heterogeneity while Section 3 considers the effects of its misspecification. In both sections we

first discusses the theoretical consequences of omitting or misspecifying the unobserved het-

erogeneity, and then we assess those possible consequences through a Monte Carlo simulation

exercise. In Section 4 we summarize the main findings.

2 Ignoring unobserved heterogeneity

2.1 Consequences of ignoring unobserved heterogeneity

Ignoring unobserved heterogeneity in duration models can cause a bias in the estimation

of the duration dependence. More precisely, the omission of the unobserved heterogeneity

causes an overestimation of the negative duration dependence (see for example Lancaster,

1990; and van den Berg, 2001). This is because people who have a high unobserved random

component are more likely to experience the event of interest early, so that the sample of

individuals that survive is a selected sample with relatively small random effects.5 This

selection process is known as weeding out or sorting effect.

Omitting unobserved heterogeneity may also bias the coefficients of the explanatory vari-

ables in the hazard model. For example neglecting unobserved heterogeneity in mixed pro-

5Notice that, without loss of generality, we are assuming in this section that the unobserved random

component be positively related to the hazard function.
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portional (continuous time) hazard models causes an underestimation of the proportionate

response of the hazard function with respect to the explanatory variables.6

The bias is again due to a weeding out effect. Let us assume that the unobserved hetero-

geneity is given by a time-invariant scalar random effect, θ, independent of the explanatory

variables; while the observed heterogeneity is given by a scalar function µ = m(X; β), where

X is a vector of individual time-invariant explanatory variables and β is the vector of the cor-

responding coefficients. Without loss of generality, we assume in this section that the hazard

function conditional on the observed explanatory variables and the unobserved heterogeneity

be positively related to both θ and µ. A hazard model ignoring the unobserved heterogeneity

is a hazard function conditional on the observed characteristics, X, but unconditional on the

unobserved heterogeneity, θ, which we call the observed hazard function. The difference in

the observed hazard function between survived people with high and low values of µ reflects

also a gap in their values of θ. Survivors with a large µ have on average a smaller θ than

survived people with a small µ, so that the difference between the observed hazard functions

is on average lower than the difference we would observe if the survivors had the same value

for θ. If we fail to recognize that the lower difference between the observed hazards is due to

a difference in the unobserved heterogeneity, we would erroneously estimate an attenuated

effect of the explanatory variables on the hazard.

More rigorously, the weeding out effect on the covariate coefficients can be described as

the consequence of a lack of independence between the random effect for a generic individual

i, θi, and her (his or its) observed heterogeneity, m(Xi; β), given a duration Ti ≥ τ , where τ

is a scalar strictly higher than zero, say the failure of the condition (θi⊥⊥m(Xi; β) | Ti ≥ τ).

Notice, instead, that hazard models assume that (θi⊥⊥Xi) which implies that (θi⊥⊥m(Xi; β) |
Ti ≥ 0). We assume here that (Ti | Xi, θi) be identically and independently distributed i.i.d.

across individuals.

There are some continuous time duration models for which the attenuation bias due to

omitted unobserved heterogeneity reduces to a rescaling by a factor (a bias proportionally

identical) for all explanatory variables coefficients or to a bias only for the intercept. Lan-

caster (1985) proves analytically that the omission of unobserved heterogeneity in mixed

6See van den Berg (2001) for a formal proof.
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proportional hazard models with baseline distribution given by a Weibull causes a rescaling

by a constant factor for all coefficients. Ridder (1987) proves analytically that the omission

in mixed proportional hazard models with known baseline hazard and with no right censur-

ing causes a bias only for the intercept. Moreover, Ridder (1987) suggests that replacing

the baseline with a non-parametric flexible specification should produce an almost unbiased

estimation of the covariates coefficients.

Ridder’s suggestion is supported by his Monte Carlo study and by some empirical stud-

ies: see Dolton and van der Klaauw (1995), Meyer (1990), and Trussell and Richards (1985).

By contrast, the conjecture is not confirmed by the Monte Carlo experiment in Baker and

Melino (2000), who consider discrete time duration models with single spell. But this con-

tradictory result may be due to the fact that discrete time duration model coefficients are

identified only up to a scale normalization and models with different specifications use dif-

ferent normalizations, which Baker and Melino (2000) do not consider.

It is possible to prove analytically that the omission of the unobserved heterogeneity

causes only a rescaling by a factor of the covariate coefficients when considering sequential

probit models with normal random effects θit that are i.i.d. across individuals and time t,

and independent of the explanatory variables, Xit, and with known duration dependence

function. This is because (θit⊥⊥m(Xit; β) | Ti ≥ τ) for any τ ≥ 0. (see Appendix A for more

details).

Similar analytical results do not exist instead for more general discrete time duration

models. In this paper we consider the consequences of omitting unobserved heterogeneity in

more general single spell discrete time duration models in the following cases:

a. the unobserved random effects is time-invariant and follows a normal, a gamma or a

discrete distribution with two points of support,

b. the error distribution is logistic instead of normal,

c. the duration dependence is ignored or it is approximated by a flexible function,

d. the covariates are i.i.d. across individuals and time or i.i.d. across individuals but not

time.
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Cases described in (a) to (c) were already considered by Baker and Melino (2000). They

find that ignoring unobserved heterogeneity component causes an attenuation bias for the

covariate coefficients. In this paper we replicate their Monte Carlo study to evaluate again

the consequences of ignoring unobserved heterogeneity but taking into account the issue

of the normalization of the coefficients. Mroz and Zayats (2005) reconsider instead the

Monte Carlo study of Baker and Melino (2000) to compare the effects of alternative non-

parametric specifications of the unobserved heterogeneity distribution when taking account

of the normalization issue. Baker and Melino (2000) find that non-parametric maximum

likelihood estimation that penalizes specifications with many mass points for the unobserved

heterogeneity distribution produces more reliable coefficients; but Mroz and Zayats (2005)

give evidence that this result is a consequence of the normalization issue.

Case (d) is an extension necessary to understand how the estimation bias can depend on

the types of covariates used. If the covariates, say Xit for individual i and duration (time) t,

are i.i.d. across individuals and time, then estimation bias should reduce. This is because in

this case the independence between the unobserved component and the observed covariates

holds even when conditioning on survival until a time strictly greater than zero, that is

(θi⊥⊥Xit | Ti ≥ τ), where τ > 0.

If, instead, covariates are i.i.d. across individuals but time-invariant or correlated across

time, then we would expect an attenuation bias. Nevertheless, the bias could consist in a

proportional reduction, in absolute value, in all covariate coefficients, i.e. a rescaling by a

constant factor.

In next section we describe the Monte Carlo experiment carried out in order to study the

potential consequences of omitting time-invariant unobserved random effects for the cases

described by (a) to (d).

2.2 Description of the Monte Carlo Simulation: Data Generating

Processes

We consider the same data generating processes (DGPs from now on) used in the Monte

Carlo study of Baker and Melino (2000) except that we use both time-varying and time-
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invariant explanatory variables while they use only a time-invariant one.

We assume that duration is measured in discrete time. This is quite often the case when

observations are grouped into intervals or when the event, whose occurrence defines the end

of a duration, can occur only in discrete time. We then record an event taking place in the

interval (t− 1, t] as occurred in t.

We assume that the probability of experiencing an event in t (or in the time interval

(t− 1, t]) conditional on survival to (t− 1) for a generic individual i is given by :

Pr(dit = 1|dit−1 = 0) = Pr(z∗it < 0|z∗it−1 ≥ 0) (1)

where dit is a dummy variable indicating the event occurrence at t for individual i, and z∗it

is a latent continuous variable which is lower than zero if dit = 1 and higher or equal to zero

otherwise. We assume that z∗it obeys the following linear model:

z∗it = Xitβ − f(t) + θi + εit (2)

where Xit is a vector of explanatory variables, β is the corresponding vector of parameters,

f(t) is a deterministic function of elapsed duration, θi is an individual random effect repre-

senting unobserved heterogeneity, εit is a residual error term distributed as a logistic with

zero mean and variance π2/3 and both θi and εit are independent of the explanatory vari-

ables7. We can then write the hazard probability conditional on the observed explanatory

variables, Xit, and on the unobserved heterogeneity, θi, as

Pr(dit = 1|dit−1 = 0, Xit, θi) =
1

1 + exp(zit)
(3)

where

zit = Xitβ − f(t) + θi. (4)

By choosing different specifications for the observed explanatory variables, Xit, the du-

ration dependence function, f(t), and the unobserved heterogeneity, θi, we produce a set of

different DGPs.
7The definition of the above discrete time hazard model and the notation used are consistent with Baker

and Melino (2000) except for the negative sign in front of the duration dependence function f(t). This

is because it is counterintuitive to have a negative (positive) duration dependence when f(t) is increasing

(decreasing) in time.
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We organize the simulations in two main sets. In the first set, exercise A, we focus our

attention on the effect of omitting unobserved heterogeneity when using different types of

explanatory variables. In particular we consider three DGPs using three different typologies

of observed explanatory variables: A1 time-varying variables, A2 time-invariant variables

and A3 variables given by the sum of a time-invariant variable and a time-varying one, say

mixture variables. For each choice of the covariates we consider two different types of dura-

tion dependence function, one increasing and one deceasing, and three types of distribution

for the unobserved heterogeneity, a discrete (with two points of support), a gamma and a

normal distribution. This provides us with 18 different DGPs.

In the second set of simulations, exercise B, we consider both time-invariant and time-

varying covariates and focus attention on the effect of omitting the unobserved heterogeneity

when considering or not considering duration dependence in the simulated and estimated

models. Again we consider three different types of distribution of the unobserved hetero-

geneity, whereas we consider only one specification for the duration function and for the

vector of covariates which includes both time-invariant and mixture variables. This second

simulation exercise produces six different types of DGPs.

For each of the DGPs in simulation exercise A we consider two sample sizes: 500 and

1000 individuals. For simulation exercise B, we consider instead three sample sizes: 500,

1000 and 5000 individuals. The higher sample size of 5000 is motivated by the fact that in

exercise B there are some small sample biases which decrease very slowly with the sample

size.

As in Baker and Melino (2000) we draw 100 samples for each DGP, we follow the indi-

viduals for 40 periods and consider all durations greater than 40 as censored.

In the following, we discuss in more detail how we specify the explanatory variables, the

duration dependence function and the unobserved heterogeneity distribution for different

types of DGP.

Observed explanatory variables.

As in Baker and Melino (2000) we fix the variance of the observed heterogeneity in the

hazard model, V ar(Xitβ), to be equal to 0.25 for all our simulations.
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In exercise A we specify the observed heterogeneity in the hazard model as:

Xitβ = X1, itβ1 + X2, itβ2. (5)

where X1,it and X2,it are normal random variables, and β1 and β2 are fixed parameters which

we set to be equal to 1 and 0.5.

We consider three different simulations for the variables, X1,it and X2,it:

A1 two independent time-varying variables identically and independently distributed (i.i.d.)

across individuals and time with zero means and variances 0.125 and 0.5;

A2 two independent time-invariant variables i.i.d. across individuals with zero means and

variances 0.125 and 0.5;

A3 two independent variables defined as the sum of a time-invariant variable and a time-

varying one with equal variances, say mixture variables; more precisely, X1,it (X2,it) is

the sum of a time-varying variable defined as A1 but with variance 0.0625 (0.25) and

a time-invariant variable defined as in A2 but with variance 0.0625 (0.25).

Simulation A1 represents an extreme case which is interesting from a theoretical point

of view but it is less interesting from an empirical one. In empirical examples explanatory

variables are usually correlated across time so that the assumption of explanatory variables

i.i.d. across individuals and time does not seem to be very plausible. Simulation A2 rep-

resents the opposite extreme case where all the explanatory variables are supposed to be

time-invariant. This is the case considered by Baker and Melino (2000). Finally, simulation

A3 represents an intermediate case where the explanatory variables are given by the sum of

a time-invariant component and a time-varying one. Earnings and income can be examples

of such types of variables. Earnings and income (or their logarithm transformations) are

usually assumed by economists to be the sum of a permanent component and a transitory

one (see for example Moffitt and Gottschalk, 2002).

In simulation exercise B we specify instead the observed heterogeneity in the hazard

model as:

Xit β = X1, i β1 + X2, i β2 + X1, it β3 + X2, it β4 (6)
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where X1, i and X2, i are time-invariant variables, X3, it and X4, it are mixture variables and

β′ = [1, 0.5, 1, 0.5]. To be more specific X1, i and X2, i are time-invariant variables defined as

in A2 but with variances 0.0625 and 0.25, X3, it and X4, it are mixture variables defined as

in A3 but with variances 0.0625 and 0.25, and all explanatory variables are independent.

Duration Dependence.

In exercise A we consider, as in Baker and Melino (2000), the following deterministic

time function

f(t) = 1− exp

(
1− t

5

)
(7)

for a negative duration dependence and

f(t) = exp

(
1− t

5

)
− 1 (8)

for a positive duration dependence.

In simulation exercise B we consider instead f(t) = 0 for no duration dependence and

again f(t) = exp
(

1−t
5

)− 1 for a positive duration dependence.

Unobserved Heterogeneity.

In both exercises A and B we consider three distributions for the unobserved hetero-

geneity θi: discrete, gamma and normal distribution. To be consistent with Baker and

Melino(2000) we set E(θi) = 1.8 and V ar(θi) = 1 and for the discrete distribution we

consider two support points with equal probability, that is:

θi =





0.8 with probability 0.5

2.8 with probability 0.5 .
(9)

2.3 Description of the Monte Carlo Simulation: estimation mod-

els

Using the data simulated in exercise A we estimate a sequential logit model as specified in

(3) but ignoring the unobserved heterogeneity and approximating the duration dependence

function with either a cubic polynomial in t or using a ’non-parametric’ step function. As
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in Baker and Melino (2000) we consider a step function given by

φ(t) =
40∑

τ=1

φτDtτ (10)

where

Dtτ =





1 if t = τ

0 otherwise

and φτ , τ = 1, ..., 40, are the corresponding coefficients. However, because few individuals

survive after 15 periods, we allow the coefficients to vary for each period only until τ = 14

and then we impose constant coefficients within the following time intervals: τ = 15 − 19,

20− 24, 25− 29, 30− 40.

Using the data simulated in exercise (B) we estimate again a sequential logit model

ignoring the unobserved heterogeneity and approximating the duration dependence function

with either a zero function (no duration dependence) or the above ’non-parametric’ step

function.

2.4 Results

In this section we present the results of the Monte Carlo simulation exercises A and B.

The results of the exercise A are reported in Table 1, which is divided in three pan-

els giving the results for time-varying covariates (top panel A1), time-invariant covariates

(middle panel A2) and mixture covariates (bottom panel A3). The results reported are

the average and the standard deviation over 100 replications for the covariate coefficients,

β1 (the true value of which is 1) and β2 (which true value is 0.5), and their ratio β1/β2.

By row we specify the type of DGP used to generate the simulated data. More precisely,

we consider six different types of DGPs: sequential logit model with negative or positive

duration dependence and with unobserved heterogeneity following a discrete, a gamma or a

normal distribution (labeled discrete, gamma and normal). By column we specify instead the

sample size (500 or 1000 observations/individuals) and the type of estimation model used:

sequential logit model omitting random effects and with duration dependence approximated

by a step function (labeled Step DD) or by a cubic polynomial (labeled polynomial DD).
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If the omission of the unobserved heterogeneity causes only a rescaling by a factor of the

coefficients, then the coefficients would be biased towards zero (attenuation bias) but their

ratio would still be correctly estimated. This seems supported by the results in Table 1 when

using any type of covariates. Moreover, when using time-varying covariates which are i.i.d.

across individuals and time (top panel A1), the attenuation problem for the coefficients

does not seem to be significant. When using instead covariates which are i.i.d. across

individuals and time-invariant, the attenuation problem is more severe. Finally, when using

mixture covariates the attenuation bias magnitude seems to be intermediate between the

two previous extreme cases.

Using different distributions for the simulated unobserved heterogeneity components and

different specifications for the simulated duration dependence (negative or positive) produce

some very small and insignificant differences in the coefficients.

Approximating the duration dependence function by using a step or a cubic polynomial

function does not produce any significant difference in the results.

Finally, increasing the sample size from 500 to 1000 observations leads to a slight im-

provement in the results, meaning that the attenuation bias for β1 and β2 decreases a little

and the average ratio between coefficients becomes even closer to the true value of two.

To summarize, ignoring unobserved heterogeneity in sequential logit models seems to

cause an attenuation of the covariate coefficients due to a different normalization. This

attenuation bias cancels almost completely when using covariates which are i.i.d. across

individuals and time, while it does not when the covariates are highly autocorrelated.

As emphasized in Section 2.1, ignoring unobserved heterogeneity may cause a bias for

the covariate coefficients as well as for the duration dependence function estimation. In

Figures 1 and 2 we compare the true simulated duration dependence function (line labeled

true duration) with the estimated duration dependence functions averaged over 100 samples

of size 1000, simulated using the different DGPs in Monte Carlo exercise A1. We consider

a negative true duration dependence function given by (7) in figure 1 and a positive one

given by (8) in figure 2. In both Figures the three average estimated dependence functions

(lines labeled discrete, gamma and normal) are obtained by considering a cubic polynomial

in the duration and by using data simulated from three different DGPs assuming a discrete,
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a gamma or a normal distribution for the unobserved random effects.

It seems that ignoring the unobserved heterogeneity causes an overestimation of the neg-

ative duration dependence and a spurious negative dependence even when the true duration

dependence is positive.

In Tables 2 and 3 we report the results for exercise B in which we consider a hazard

model with two time-invariant and two time-varying covariates. The estimation models

considered are sequential logit models ignoring unobserved heterogeneity. In Table 2 the

duration dependence is estimated using a step function, whereas in Table 3 the duration

dependence is ignored. In both Tables we report the average and the standard deviation

over 100 replications for the covariate coefficients, β′ = [β1, β2, β3, β4] which have true values

[1, 0.5, 1, 0.5], and the ratios between any pair of coefficients. The estimation results for

different simulated DGPs are reported by column. We consider six different DGPs, sequential

logit models with three possible distributions for the unobserved heterogeneity (discrete,

gamma or normal) and with either negative or no duration dependence. Both Tables are

divided in 3 panels corresponding to three different sample sizes (500, 1000 and 5000).8

In Table 2 the covariate coefficients seem to be significantly underestimated. Moreover,

the underestimation of the coefficients seems to be slightly larger for the pair of time-invariant

variables than for the pair of time-varying ones. In other words, it seems that the rescal-

ing factor is slightly dissimilar for different types of variables (time-varying and invariant

variables). Indeed, ratios between coefficients seems to be correctly estimated when consid-

ering two variables of the same type (see β1/β2 and β3/β4) and to be slightly biased when

considering the ratio between two different types of variables (see β3/β2, β3/β1, β1/β4 and

β4/β3). Nevertheless, since the standard deviations for coefficient ratios are quite high, the

differences in the rescaling factor are not significant. This result is confirmed even when us-

ing a larger sample size of 5000 observations. In conclusion, we find again that omitting the

unobserved heterogeneity cause an attenuation of the covariate coefficients due to a rescaling

factor which differs slightly and not significantly by typology of variable.

8As already said, the higher sample size of 5000 is motivated by the fact that in exercise B there are some

small sample biases which decrease very slowly with the sample size.
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Looking at the results in Table 3 where the estimation models ignore both the unobserved

heterogeneity and the duration dependence, the underestimation of covariate coefficients re-

duces and the rescaling factor is more similar for variables of different types. The ratios

between coefficients are not biased especially when considering a sample size of 5000 obser-

vations. This result is not unexpected because the unobserved heterogeneity component and

the time duration component are negatively and positively related to the duration, so that

the biases for ignoring those components should go in opposite directions and should offset

each other, at least in part.

In conclusion, the two main findings of this section are that ignoring the unobserved

heterogeneity in sequential logit models causes an overestimation of the negative duration

dependence and an attenuation of the covariate coefficients but this attenuation is due to a

rescaling by a factor of every coefficient by the same amount. Since coefficients in binary

models are only identified up to a scale normalization, inference will not be affected by the

unobserved heterogeneity omission except for the duration dependence.

3 Misspecifying the unobserved heterogeneity distri-

bution

3.1 Consequences of misspecifying unobserved heterogeneity

Heckman and Singer (1984) argue that an incorrect assumption about the distribution of

the unobserved heterogeneity in hazard models can have severe consequences. In particular,

they find that the parameters estimates for a model with Weibull baseline hazard are very

sensitive to changes in the distribution assumed for the unobserved heterogeneity. Similar

results were found also by Trussell and Richards (1985), Hougaard et al. (1994), Baker and

Melino (2000), Zhang (2003) and Gaure et al. (2005). However, Ridder and Verbakel (1983)

criticize the findings of Heckman and Singer (1984) and highlight the fact that a non-flexible

specification of the baseline hazard may explain their (Heckman and Singer) findings.

We reconsider the heterogeneity misspecification problem in the specific case of discrete
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time duration models with single spell specified as sequential binary models. We are particu-

larly interested in evaluating the effect of imposing a normal distribution for the unobserved

heterogeneity component when the true distribution is a gamma or a discrete distribution

with two support points.

By contrast, Baker and Melino (2000) studied the effect of using different non paramet-

ric specification of the unobserved heterogeneity distribution. They find that if too many

support points for the estimated heterogeneity distribution are used, the unobserved hetero-

geneity dispersion is overestimated and the covariate coefficients are biased away from zero

(amplification bias). As explained by Mroz and Zayats (2005) this amplification bias may

simply be due to a rescaling by a factor of the variables. Mroz and Zayats (2005) find indeed

that covariates effects seem to be better estimated if the number of support points is large

when taking into account the normalization problem.

In addition, we consider the potential consequences of misspecifying the distribution of

the residual error as well as of the unobserved heterogeneity in the sequential binary models.

3.2 Description of the Monte Carlo simulation: DGPs and esti-

mation models

As in Section 2, we carry out a Monte Carlo experiment by simulating 100 samples from a

set of different DGPs (data generator processes).

The DGPs used to generate the data are sequential logit models with unobserved hetero-

geneity following three alternative types of distribution (discrete, gamma or normal), with

a negative time duration dependence and two explanatory variables given by two mixture

variables. For more details on the DGPs we refer to Monte Carlo exercise A3 described in

Section 2.2.

Our estimation models are instead given by sequential binary models with normal ran-

dom effects and duration dependence approximated by a cubic polynomial in the duration.

We consider three models: (1) sequential logit, (2) sequential probit and (3) sequential com-

plementary log-log models. We estimate those sequential binary models with random effects

by using Stata which considers an adaptive Gauss-Hermite quadrature to approximate the
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integral of the maximum likelihood function with respect to the random effects (see for more

details StataCorp, 2005)9.

The simulation exercise is carried out as the previous ones by drawing 100 samples for

each DGP and three different sample sizes: 500, 1000 and 5000 individuals. We consider

durations longer than 40 periods as censored.

3.3 Results

In Tables 4, 5 and 6 we report the results corresponding to the use of the three different es-

timation models: sequential logit, probit and or complementary log-log with normal random

effects and cubic polynomial in the duration. The simulated data used in all three Tables are

generated from the same DGP: a sequential logit model with negative duration dependence

and unobserved heterogeneity following three alternative distributions (discrete, gamma or

normal).

In each Table we report the average and the standard deviation over 100 replications for

the two covariate (mixture variable) coefficients, β1 (which true value is 1) and β2 (which

true value is 0.5), their ratio β1/β2, the fraction of residual variance explained by individual

random effects (ρ), the average number of iterations and the number of cases out of 100

of successful convergence of the maximum likelihood algorithm.10 Each Table is divided in

three panels reporting results produced using three different sample sizes: 500, 1000 and

5000 observations.

Looking at the results in Table 4, where both estimation and simulated models are se-

quential logit models, the covariate coefficients do not seem to be underestimated. They

seem to be well estimated even when the unobserved heterogeneity distribution is misspeci-

fied. This is an encouraging result for practitioners who would like to use easy-to-implement

estimation methods to take account of unobserved heterogeneity.

In Table 5, where the estimation model is given by a sequential probit model while the true

DGPs are given by sequential logit models, the two covariate coefficients are underestimated

9An alternative estimation methods is given by the simulated maximum likelihood, see for more details

Gourieroux and Monfort (1996) and Train (2003).
10We report averages and standard deviations only for the cases where convergence was reached.
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but the ratio between them is still unbiased. Again we do not find relevant differences when

considering DGPs with different distributions for the random effects.

Since the logistic distribution is similar to the normal one but with heavier tails, the

difference in the estimated coefficients when using probit instead of logit models is probably

due to the different normalization implied by the different residual variances. Because the

residual variance in logit models is normalized to π2/3 while in probit models is normalized

to one, the rescaling factor should be given by π/
√

3 (see Greene, 2003) . By multiplying

the coefficients in Table 5 by this factor, we find that the estimated are very close to the

ones reported in Table 4.

Finally, in Table 6, we change the estimation model to a sequential complementary log-

log model. The two covariate coefficients seem to be slightly underestimated while the ratio

between them is unbiased. The coefficients seem slightly lower than the ones shown in Table

4 and it seems that coefficients bias be due again to a rescaling. Again, the results do not

seem to be affected by the distribution assumed for the unobserved heterogeneity in the

DGPs.

Increasing the sample size has the same effect for all three types of models (logit, probit

and complementary log-log): the attenuation bias does not change significantly, the standard

deviations decrease, and the number of unsuccessful convergence cases reduces to zero.

The fraction of the residual variance explained by the individual unobserved heterogene-

ity, ρ, seems very slightly and insignificantly underestimated when using sequential logit

models. It is still slightly and insignificantly underestimated when using sequential com-

plementary log-log models, and it is more significantly underestimated when considering a

sequential probit. Notice that a higher underestimation of the ρ coefficient seems to be asso-

ciated with a higher attenuation bias for the coefficients. This result seems to confirm Baker

and Melino’s (2000) conclusion that an underestimation (overestimation) of the dispersion

of the unobserved heterogeneity leads to an attenuation (amplification) of the covariate co-

efficients. However, we find that this attenuation (amplification) bias is simply due to a

normalization problem that Baker and Melino (2000) did not notice.

To evaluate the effect of misspecifying the unobserved heterogeneity distribution on the

duration dependence estimation, we plot the baseline hazard functions estimated using se-
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quential logit, probit and complementary log-log with normal random effects: see Figures 3,

4 and 5 . In all three Figures we consider data simulated from a DGP given by a sequential

logit model with the usual three types of distribution for the unobserved heterogeneity.

When both estimation and simulation models are given by a sequential logit model (Fig-

ure 3), the true baseline hazard (simulated) has a profile similar to the three estimated

baseline hazards averaged over 100 samples (labeled discrete, gamma and normal) corre-

sponding to three different DGPs, i.e. sequential logit models with random effects following

a discrete, a gamma and a normal distribution.

When we change the estimation model to a sequential probit model with normal random

effects (Figure 4), the estimated baseline hazards (labeled discrete, gamma and normal)

have instead a different profile with respect to the true baseline hazard (labeled simulated)

especially for long durations.

Finally, when using a sequential complementary log-log model with normal random effect

for the estimation of the duration model, we find that the profile of the estimated baseline

hazards (labeled discrete, gamma and normal) follow the true one (simulated), but the

negative dependence is overestimated for short durations.

In summary, it seems that misspecification of the unobserved heterogeneity distribution

does not seriously affect the estimation results. Changes in the error distribution (logistic,

normal and extreme value) bias the duration dependence estimation but cause only a rescal-

ing of the coefficients estimates by a constant factor. Because coefficients in binary models

are identified only up to a scale normalization, the rescaling is not a genuine problem.

4 Conclusions

This paper assesses the effects of ignoring unobserved heterogeneity or misspecifying its

distribution in single spell discrete time duration models. In particular, we focuse on assess-

ing the consequences of adopting two models that can be easily estimated using standard

software: sequential binary models with or without individual normal random effects.

The main findings from our Monte Carlo study can be summarized as follows. First,

neglecting the unobserved heterogeneity seems to cause a bias in the duration dependence

18



estimation. It does not seem to cause a bias in the covariate coefficients but rather a

rescaling by a constant factor. Second, the rescaling factor is close to one when considering

covariates i.i.d. across individuals and time, while it is significantly smaller than one for

covariates that are i.i.d. across individuals and correlated across time. Third, misspecifying

the random effects distribution biases neither the duration dependence nor the covariate

coefficients estimation. Fourth, misspecifying the error distribution, assuming a normal

or an extreme value distribution instead than a logistic one, seems to cause a bias in the

duration dependence estimation while it seems to cause only a equiproportional rescaling of

the covariate coefficients.

These findings are very encouraging for practitioners who estimate discrete time duration

models with or without normal random effects using command built into standard statistical

software packages.
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Table 1: Means and standard deviations of the coefficients estimates over 100
samples. Monte Carlo exercise A.

500 Observations 1000 Observations
Step DD Polynomial DD Step DD Polynomial DD

DGP β1 β2 β1/β2 β1 β2 β1/β2 β1 β2 β1/β2 β1 β2 β1/β2

True Value 1 0.5 2 1 0.5 2 1 0.5 2 1 0.5 2
Time-varying covariates, A1

Positive duration dependence
Discrete UH 0.896 0.446 2.061 0.892 0.445 2.058 0.934 0.473 1.999 0.932 0.472 1.998

(sd) 0.151 0.073 0.479 0.148 0.072 0.471 0.092 0.052 0.302 0.091 0.051 0.300
Gamma UH 0.967 0.464 2.144 0.963 0.462 2.146 0.951 0.478 2.015 0.948 0.477 2.015

(sd) 0.147 0.074 0.505 0.146 0.074 0.505 0.086 0.052 0.300 0.085 0.051 0.299
Normal UH 0.922 0.459 2.081 0.919 0.457 2.082 0.928 0.474 1.978 0.926 0.473 1.979

(sd) 0.158 0.087 0.526 0.158 0.086 0.526 0.099 0.050 0.296 0.099 0.049 0.295
Negative duration dependence
Discrete UH 0.903 0.444 2.086 0.900 0.442 2.090 0.911 0.458 2.014 0.909 0.457 2.015

(sd) 0.142 0.070 0.472 0.142 0.069 0.469 0.090 0.053 0.308 0.090 0.053 0.307
Gamma UH 0.927 0.454 2.106 0.922 0.450 2.109 0.911 0.456 2.023 0.908 0.455 2.021

(sd) 0.152 0.074 0.531 0.148 0.072 0.525 0.107 0.057 0.306 0.107 0.056 0.306
Normal UH 0.895 0.446 2.047 0.891 0.443 2.051 0.905 0.464 1.977 0.903 0.463 1.977

(sd) 0.167 0.073 0.459 0.165 0.072 0.457 0.095 0.053 0.319 0.095 0.052 0.321
Time-invariant covariates, A2

Positive duration dependence
Discrete UH 0.662 0.326 2.168 0.664 0.326 2.168 0.678 0.315 2.250 0.680 0.316 2.248

(sd) 0.147 0.077 0.790 0.147 0.077 0.787 0.112 0.060 0.675 0.112 0.060 0.672
Gamma UH 0.672 0.334 2.121 0.673 0.334 2.122 0.659 0.328 2.082 0.660 0.329 2.081

(sd) 0.144 0.075 0.688 0.145 0.075 0.687 0.104 0.061 0.533 0.104 0.061 0.530
Normal UH 0.730 0.350 2.277 0.731 0.350 2.274 0.684 0.341 2.051 0.685 0.341 2.051

(sd) 0.141 0.084 1.167 0.140 0.084 1.148 0.102 0.050 0.432 0.101 0.050 0.432
Negative duration dependence
Discrete UH 0.740 0.355 2.161 0.739 0.354 2.167 0.726 0.351 2.113 0.724 0.350 2.113

(sd) 0.141 0.070 0.551 0.142 0.070 0.559 0.102 0.051 0.435 0.102 0.051 0.437
Gamma UH 0.625 0.316 2.075 0.622 0.314 2.075 0.613 0.303 2.105 0.611 0.303 2.105

(sd) 0.132 0.067 0.654 0.133 0.066 0.660 0.099 0.058 0.588 0.099 0.058 0.588
Normal UH 0.709 0.342 2.194 0.707 0.341 2.192 0.660 0.340 1.985 0.659 0.339 1.986

(sd) 0.136 0.082 0.681 0.136 0.081 0.677 0.102 0.052 0.427 0.102 0.052 0.428
Mixture covariates, A3

Positive duration dependence
Discrete UH 0.789 0.390 2.114 0.788 0.390 2.117 0.809 0.399 2.068 0.809 0.399 2.069

(sd) 0.154 0.083 0.636 0.153 0.083 0.638 0.113 0.058 0.418 0.114 0.058 0.419
Gamma UH 0.810 0.408 2.077 0.807 0.407 2.077 0.794 0.404 2.005 0.793 0.403 2.007

(sd) 0.159 0.082 0.637 0.159 0.083 0.635 0.115 0.056 0.414 0.114 0.056 0.414
Normal UH 0.811 0.402 2.087 0.808 0.401 2.086 0.810 0.402 2.056 0.810 0.401 2.057

(sd) 0.148 0.073 0.546 0.148 0.073 0.548 0.105 0.058 0.386 0.106 0.058 0.388
Negative duration dependence
Discrete UH 0.828 0.410 2.082 0.824 0.408 2.084 0.835 0.416 2.044 0.833 0.414 2.048

(sd) 0.157 0.079 0.534 0.157 0.078 0.537 0.101 0.054 0.391 0.102 0.054 0.398
Gamma UH 0.791 0.390 2.110 0.787 0.387 2.113 0.761 0.375 2.074 0.759 0.374 2.073

(sd) 0.141 0.074 0.598 0.141 0.074 0.593 0.109 0.055 0.419 0.108 0.055 0.422
Normal UH 0.796 0.393 2.083 0.792 0.391 2.086 0.786 0.393 2.025 0.785 0.392 2.027

(sd) 0.153 0.067 0.553 0.153 0.067 0.557 0.102 0.053 0.313 0.102 0.053 0.313

Note: Characteristics of the DGPs (data generator processes) and of the estimation models are given by row and by column.

UH = unobserved heterogeneity. DD = duration dependence. Step = step function. Poynomial= cubic polynomial function.
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Table 2: Means and standard deviations of the coefficients estimates over 100
samples. Monte Carlo exercise B. Estimation model with step function duration
dependence.

β1 β2 β3 β4 β1/β2 β3/β4 β3/β2 β3/β1 β1/β4 β4/β2

True Value 1 0.5 1 0.5 2 2 2 1 2 1
DGP

500 Observations:
Positive duration dependence:
Discrete UH 0.479 0.251 0.575 0.273 2.091 2.327 2.512 1.377 1.940 1.194

(0.155) (0.070) (0.131) (0.077) (0.994) (0.995) (1.024) (0.699) (1.035) (0.564)
Gamma UH 0.507 0.236 0.584 0.295 2.470 2.128 2.886 1.260 1.867 1.456

(0.148) (0.077) (0.150) (0.074) (1.428) (0.821) (1.628) (0.560) (0.846) (0.966)
Normal UH 0.489 0.239 0.574 0.283 2.664 2.225 3.237 1.295 1.863 1.531

(0.145) (0.080) (0.170) (0.071) (3.397) (1.116) (5.616) (0.601) (0.858) (2.068)
No duration dependence:
Discrete UH 0.510 0.255 0.589 0.283 2.144 2.197 2.517 1.258 1.897 1.197

(0.139) (0.064) (0.146) (0.061) (0.857) (0.772) (1.074) (0.504) (0.707) (0.489)
Gamma UH 0.453 0.239 0.548 0.275 2.115 2.153 2.596 1.428 1.812 1.270

(0.144) (0.073) (0.149) (0.066) (1.030) (0.928) (1.360) (1.256) (1.012) (0.546)
Normal UH 0.471 0.235 0.553 0.278 2.276 2.119 2.640 1.348 1.792 1.319

(0.148) (0.072) (0.144) (0.067) (1.242) (0.808) (1.738) (0.734) (0.758) (0.647)

1000 Observations:
Positive duration dependence:
Discrete UH 0.469 0.233 0.557 0.276 2.226 2.109 2.680 1.259 1.770 1.306

(0.105) (0.061) (0.115) (0.054) (1.093) (0.674) (1.637) (0.423) (0.545) (0.628)
Gamma UH 0.469 0.238 0.554 0.282 2.131 2.034 2.503 1.231 1.720 1.277

(0.096) (0.055) (0.093) (0.052) (0.943) (0.508) (0.976) (0.331) (0.483) (0.484)
Normal UH 0.498 0.239 0.566 0.284 2.216 2.053 2.518 1.197 1.806 1.272

(0.101) (0.054) (0.112) (0.050) (0.799) (0.542) (0.856) (0.389) (0.498) (0.462)
No duration dependence:
Discrete UH 0.496 0.248 0.576 0.284 2.130 2.097 2.480 1.209 1.800 1.219

(0.100) (0.056) (0.108) (0.054) (0.881) (0.535) (1.008) (0.340) (0.468) (0.445)
Gamma UH 0.444 0.224 0.547 0.271 2.122 2.106 2.588 1.316 1.699 1.288

(0.104) (0.051) (0.100) (0.053) (0.864) (0.616) (0.859) (0.462) (0.516) (0.475)
Normal UH 0.487 0.233 0.552 0.286 2.259 1.995 2.563 1.194 1.754 1.327

(0.106) (0.057) (0.100) (0.050) (0.934) (0.518) (0.982) (0.351) (0.514) (0.514)

5000 Observations:
Positive duration dependence:
Discrete UH 0.472 0.231 0.561 0.278 2.070 2.033 2.463 1.198 1.708 1.219

(0.045) (0.027) (0.045) (0.023) (0.289) (0.266) (0.354) (0.157) (0.210) (0.154)
Gamma UH 0.466 0.236 0.562 0.285 1.989 1.987 2.405 1.221 1.643 1.217

(0.047) (0.024) (0.045) (0.022) (0.289) (0.236) (0.334) (0.168) (0.212) (0.152)
Normal UH 0.481 0.243 0.568 0.283 2.004 2.019 2.362 1.192 1.709 1.177

(0.049) (0.023) (0.047) (0.024) (0.303) (0.233) (0.300) (0.144) (0.222) (0.144)
No duration dependence:
Discrete UH 0.502 0.245 0.570 0.285 2.067 2.013 2.349 1.143 1.773 1.172

(0.040) (0.024) (0.044) (0.023) (0.258) (0.226) (0.306) (0.129) (0.207) (0.127)
Gamma UH 0.445 0.223 0.549 -0.279 2.014 1.979 2.490 1.248 1.603 1.264

(0.046) (0.025) (0.043) (0.023) (0.303) (0.218) (0.348) (0.161) (0.213) (0.162)
Normal UH 0.467 0.235 0.566 -0.279 2.006 2.039 2.431 1.224 1.682 1.198

(0.047) (0.023) (0.046) (0.020) (0.285) (0.225) (0.304) (0.150) (0.207) (0.140)

Note: Characteristics of the DGPs (data generator processes) are given by row. UH = unobserved heterogeneity.
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Table 3: Means and standard deviations of the coefficients estimates over 100
samples. Monte Carlo exercise B. Estimation model ignoring duration depen-
dence.

β1 β2 β3 β4 β1/β2 β3/β4 β3/β2 β3/β1 β1/β4 β4/β2

True Value 1 0.5 1 0.5 2 2 2 1 2 1
DGP

500 Observations:
Positive duration dependence:
Discrete UH 0.627 0.330 0.636 0.297 2.099 2.412 2.140 1.189 2.393 1.001

(0.216) (0.094) (0.155) (0.088) (1.054) (1.184) (0.985) (0.657) 1.539) (0.495)
Gamma UH 0.624 0.310 0.632 0.327 2.231 2.187 2.327 1.124 2.101 1.182

(0.186) (0.097) (0.187) (0.094) (0.996) (1.247) (1.261) (0.545) (0.974) (0.576)
Normal UH 0.638 0.311 0.635 0.312 2.676 2.266 2.722 1.108 2.234 1.314

(0.198) (0.109) (0.196) (0.086) (3.082) (1.219) (3.943) (0.525) (1.109) (1.688)
No duration dependence:
Discrete UH 0.657 0.329 0.654 0.311 2.133 2.234 2.165 1.091 2.239 1.019

(0.184) (0.082) (0.169) (0.070) (0.840) (0.839) (0.954) (0.448 ) (0.914) (0.425)
Gamma UH 0.548 0.277 0.611 0.294 2.371 2.490 2.454 1.315 2.214 1.311

(0.194) (0.106) (0.192) (0.091) (2.619) (2.113) (3.618) (0.883) (1.680) (2.051)
Normal UH 0.599 0.301 0.611 0.307 2.275 2.159 2.302 1.193 2.092 1.146

(0.195) (0.095) (0.165) (0.081) (1.262) (0.918) (1.532) (0.709) (0.941) (0.594)

1000 Observations:
Positive duration dependence:
Discrete UH 0.614 0.305 0.608 0.303 2.264 2.102 2.308 1.054 2.119 1.118

(0.141) (0.083) (0.133) (0.061) (1.220) (0.732) (1.786) (0.372) (0.715) (0.620)
Gamma UH 0.620 0.299 0.641 0.314 2.232 2.101 2.345 1.103 2.032 1.151

(0.149) (0.078) (0.133) (0.058) (0.860) (0.544) (1.153) (0.394) (0.582) (0.530)
Normal UH 0.652 0.309 0.624 0.316 2.240 2.047 2.150 1.013 2.135 1.094

(0.138) (0.072) (0.132) (0.058) (0.806) (0.589) (0.740) (0.339) (0.609) (0.400)
No duration dependence:
Discrete UH 0.638 0.318 0.635 0.316 2.133 2.085 2.138 1.041 2.089 1.058

(0.131) (0.072) (0.122) (0.063) (0.878) (0.560) (0.917) (0.308) (0.573) (0.403)
Gamma UH 0.590 0.278 0.579 0.296 2.279 2.050 2.212 1.059 2.081 1.138

(0.151) (0.067) (0.122) (0.063) (0.895) (0.636) (0.766) (0.409) (0.700) (0.402)
Normal UH 0.622 0.295 0.606 0.318 2.277 1.970 2.215 1.030 2.013 1.167

(0.140) (0.074) (0.115) (0.057) (0.934) (0.555) (0.833) (0.317) (0.606) (0.445)

5000 Observations:
Positive duration dependence:
Discrete UH 0.615 0.302 0.616 0.306 2.064 2.035 2.072 1.012 2.024 1.025

(0.060) (0.036) (0.054) (0.027) (0.292) (0.288) (0.314) (0.142) (0.247) (0.133)
Gamma UH 0.615 0.301 0.627 0.310 2.064 2.037 2.108 1.033 1.997 1.043

(0.068) (0.033) (0.049) (0.027) (0.326) (0.250) (0.298) (0.146) (0.298) (0.149)
Normal UH 0.626 0.317 0.631 0.312 1.997 2.036 2.009 1.018 2.021 0.994

(0.065) (0.031) (0.058) (0.028) (0.310) (0.248) (0.273) (0.131) (0.272) (0.130)
No duration dependence
Discrete UH 0.645 0.316 0.632 0.316 2.060 2.012 2.021 0.987 2.053 1.009

(0.053) (0.031) (0.052) (0.026) (0.255) (0.234) (0.265) (0.119) (0.244) (0.114)
Gamma UH 0.552 0.287 0.603 0.299 1.956 2.034 2.134 1.107 1.862 1.056

(0.068) (0.034) (0.057) (0.028) (0.370) (0.281) (0.358) (0.160) (0.293) (0.153)
Normal UH 0.597 0.301 0.629 0.307 2.005 2.059 2.112 1.064 1.953 1.032

(0.061) (0.030) (0.055) (0.024) (0.291) (0.248) (0.278) (0.135) (0.253) (0.128)

Note: Characteristics of the DGPs (data generator processes) are given by row. UH = unobserved heterogeneity.
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Table 4: Means and standard deviations of coefficient estimates over 100 samples.
Estimation model: sequential logit. DGP: sequential logit.

β1 β2 β1/β2 ρ = σ2
θ

σ2
ε +σ2

θ
Iterations Convergence

True Value 1 0.5 2 1
π2

3
+1

= 0.233

DGP
500 Observations:

Negative duration dependence:
Discrete Unobserved Het. 0.927 0.455 2.130 0.174 6.908 98

(0.170) (0.093) (0.611) (0.143) (2.981)
Gamma Unobserved Het. 0.913 0.452 2.110 0.118 5.404 99

(0.183) (0.087) (0.672) (0.072) (2.263)
Normal Unobserved Het. 0.923 0.460 2.083 0.148 6.271 96

(0.158) (0.086) (0.550) (0.116) (2.759)

1000 Observations:
Negative duration dependence:
Discrete Unobserved Het. 0.937 0.462 2.069 0.156 6.424 99

(0.137) (0.071) (0.405) (0.093) (2.607)
Gamma Unobserved Het. 0.942 0.474 2.012 0.151 5.889 99

(0.123) (0.060) (0.317) (0.090) (2.788)
Normal Unobserved Het. 0.944 0.470 2.048 0.170 6.316 98

(0.121) (0.066) (0.393) (0.118) (2.775)

5000 Observations:
Negative duration dependence:
Discrete Unobserved Het. 0.956 0.477 2.013 0.202 6.850 100

(0.079) (0.040) (0.178) (0.099) (2.851)
Gamma Unobserved Het. 0.916 0.458 2.003 0.110 4.190 100

(0.064) (0.027) (0.163) (0.059) (1.522)
Normal Unobserved Het. 0.966 0.482 2.009 0.188 5.850 100

(0.076) (0.034) (0.161) (0.102) (2.455)

Note: Iterations = average number of iterations for the convergence of the likelihood maximization algorithm.
Convergence = number of cases over 100 replications of successful convergence. ρ = fraction of residual
variance explained by individual random effects.

26



Table 5: Means and standard deviations of coefficient estimates over 100 samples.
Estimation model: sequential probit. DGP: sequential logit.

β1 β2 β1/β2 ρ = σ2
θ

σ2
ε +σ2

θ
Iterations Convergence

True Value 1 0.5 2 1
1+1 = 0.5

DGP
500 Observations:

Negative duration dependence:
Discrete Unobserved Het. 0.519 0.255 2.128 0.306 8.690 100

(0.099) (0.058) (0.587) (0.140) (1.495)
Gamma Unobserved Het. 0.543 0.270 2.069 0.307 8.535 99

(0.102) (0.049) (0.522) (0.126) (1.358)
Normal Unobserved Het. 0.528 0.264 2.089 0.304 8.455 99

(0.102) (0.058) (0.566) (0.157) (2.370)

1000 Observations:
Negative duration dependence:
Discrete Unobserved Het. 0.525 0.257 2.078 0.292 8.848 99

(0.082) (0.039) (0.407) (0.104) (1.480)
Gamma Unobserved Het. 0.534 0.270 2.013 0.305 8.410 100

(0.087) (0.039) (0.396) (0.112) (1.326)
Normal Unobserved Het. 0.537 0.268 2.049 0.324 8.760 100

(0.079) (0.041) (0.407) (0.124) (1.457)

5000 Observations:
Negative duration dependence:
Discrete Unobserved Het. 0.524 0.261 2.015 0.311 9.010 100

(0.036) (0.017) (0.174) (0.044) (1.259)
Gamma Unobserved Het. 0.542 0.271 2.004 0.305 8.740 100

(0.037) (0.015) (0.159) (0.042) (0.960)
Normal Unobserved Het. 0.538 0.268 2.010 0.315 8.850 100

(0.038) (0.016) (0.161) (0.049) (1.175)

Note: Iterations = average number of iterations for the convergence of the likelihood maximization algorithm.
Convergence = number of cases over 100 replications of successful convergence. ρ = fraction of residual
variance explained by individual random effects.
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Table 6: Means and standard deviations of coefficient estimates over 100 samples.
Estimation model: sequential complementary log-log. DGP: sequential logit.

β1 β2 β1/β2 ρ = σ2
θ

σ2
ε +σ2

θ
Iterations Convergence

True Value 1 0.5 2 1
π2

6
+1

= 0.378

DGP
500 Observations:

Negative duration dependence:
Discrete Unobserved Het. 0.855 0.421 2.123 0.243 6.714 98

(0.147) (0.086) (0.606) (0.127) (2.428)
Gamma Unobserved Het. 0.861 0.442 2.010 0.222 5.890 100

(0.156) (0.072) (0.545) (0.112) (2.238)
Normal Unobserved Het. 0.859 0.430 2.076 0.224 6.358 95

(0.152) (0.081) (0.556) (0.130) (2.475)

1000 Observations:
Negative duration dependence:
Discrete Unobserved Het. 0.871 0.429 2.069 0.233 6.602 98

(0.123) (0.062) (0.410) (0.094) (2.560)
Gamma Unobserved Het. 0.886 0.432 2.084 0.228 5.730 100

(0.107) (0.051) (0.381) (0.084) (2.348)
Normal Unobserved Het. 0.879 0.437 2.053 0.250 6.240 100

(0.109) (0.062) (0.386) (0.131) (2.590)

5000 Observations:
Negative duration dependence:
Discrete Unobserved Het. 0.882 0.440 2.013 0.285 6.710 100

(0.058) (0.029) (0.178) (0.089) (2.388)
Gamma Unobserved Het. 0.878 0.438 2.011 0.224 5.310 100

(0.054) (0.028) (0.160) (0.075) (2.246)
Normal Unobserved Het. 0.901 0.450 2.008 0.287 6.290 100

(0.060) (0.027) (0.161) (0.097) (2.262)

Note: Iterations = average number of iterations for the convergence of the likelihood maximization algorithm.
Convergence = number of cases over 100 replications of successful convergence. ρ = fraction of residual
variance explained by individual random effects.
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Figure 1: Estimated and true negative duration dependence functions. Monte Carlo exercise
A1. Unobserved heterogeneity ignored.

Figure 2: Estimated and true positive duration dependence functions. Monte Carlo exercise
A1. Unobserved heterogeneity ignored.
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Figure 3: Estimated and true baseline hazards. Estimation model: sequential logit with
normal random effects. DGP: sequential logit with unobserved heterogeneity.

Figure 4: Estimated and true baseline hazards. Estimation model: sequential probit with
normal random effects. DGP: sequential logit with unobserved heterogeneity.
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Figure 5: Estimated and true baseline hazards. Estimation model: sequential complementary
log-log with normal random effects. DGP: sequential logit with unobserved heterogeneity.
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A Appendix

Let us consider a sequential probit model with unobserved heterogeneity given by a normal

random variable identically and independently distributed (i.i.d.) across individuals and

time. Moreover, let dit be a dummy variable indicating the risk event occurrence for the

generic individual i (i = 1, ..., n) at time, duration, t (t = 1, ..., T ). Then the hazard

probability for a generic i− th individual at time t is given by

Pr(dit = 1|dit−1 = 0) = Φ(Xitβ + f(t) + θit), (11)

where Xit is a vector of explanatory variables, β is the vector of the corresponding coefficients,

f(t) is a known deterministic function of the duration, θit is an unobserved random variable

i.i.d. across individuals and time as normal with mean zero and variance σ2
θ and independent

of the explanatory variables, and Φ is the Gaussian cumulative distribution. If θit were

observed and f(t) were known, then the maximum likelihood estimation of the sequential

probit conditioning to Xit and θit would produce consistent estimates for the β coefficients.

If we omit the unobserved heterogeneity, the hazard probability would be instead:

Pr(dit = 1|dit−1 = 0) = Φ(Xitβ̃ + f̃(t)), (12)

where β̃ = β
σ
, f̃(·) is given by 1

σ
f(·), and σ =

√
σ2

θ + 1. Assuming that f̃(·) is known, we can

still use the maximum likelhood method to estimate consistently the explanatory variable

coefficients (see Maddala, 1987). Notice that the weeding out effect does not operate here

because the unobserved heterogeneity is given by a random variables i.i.d. across individuals

and time. People who survive at time t because of a low unobserved random component may

have a high unobserved random component in (t + 1), so that θit and Xit are independent

conditioning to t = 0 but also conditioning to t > 0.

Finally, notice that the new coefficients in (12) are rescaled and therefore not directly

comparable with the coefficients in the hazard model (11) (see Arulampalam, 1999). Since

the rescaling factor is given by 1
σ

and σ > 1, ignoring the unobserved heterogeneity causes

an attenuation bias for the covariate coefficients.
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