SC968 PANEL DATA METHODS FOR SOCIOLOGISTS

WORKSHEET FOR LECTURE 4
4.0
OBJECTIVES
· To analyse data using a linear random coefficients model 
· To analyse data using a logistic random coefficients model 
· To perform appropriate commands in Stata to estimate a linear growth curve model

· To examine the results critically
4.1 
GETTING STARTED

Our teaching data is a subset of the British Household Panel Survey (BHPS).


Online documentation for BHPS is at 
http://www.iser.essex.ac.uk/survey/bhps/about-bhps/latest-release-of-bhps-data


Set up a working directory. This could be your m: drive, a subset of your m: drive, or a memory stick. In these instructions, m:/ denotes your working directory – so if you are not going to use m:/ as your working directory, substitute the appropriate drive and path.

If your m: drive is on the ISER server then you need to


START ( RUN  ( CMD


and then enter


Net use M: \\iserhome\iserhome\users\your user name 


If you have not already done so, download the data from the course website: http://www.iser.essex.ac.uk/iser/teaching/module-sc968/course-materials and save it in your working directory as “teaching.dta”.


In order to download the data, you will need the username and password, which you were given in the first practical.


Try to keep a “clean” copy of the data in your working directory, and save any other datafiles which you may produce under different names.


Open STATA, and set your working directory as your home directory



cd m: //substitute the drive and path name where you have saved the data

Open the teaching dataset



use teaching, clear


The , clear option is not essential, but it is good practice when opening a new dataset, and makes sure you start with a clean slate.

The data set contains a 20 percent random sample of the British Household Panel Survey. Data from wave 1 (1991) to wave 15 (2005) are included. The file is organised in “long” (person-wave) format so there is one record for each wave that a respondent participated in the survey.

4.2 
Linear random coefficients models
The first task is to explore the relationship between employment status and GHQ-12. 
HLGHQ1 This measure converts valid answers to the 12 questions to a single scale by recoding so that the scale for individual variables runs from 0 to 3 instead of 1 to 4, and then summing, giving a scale running from 0 (the least distressed) to 36 (the most distressed). This is known as the Likert scoring system; the variable HLGHQ1 is treated as a continuous variable.

HLGHQ2 This measure converts valid answers to the 12 items to a single scale by recoding 1 and 2 values on individual variables to 0, and 3 and 4 values to 1, and then summing, giving a scale running from 0 (the least distressed) to 12 (the most distressed). The measure is known as GHQ Caseness scores. Caseness scores > 2 are used to identify individuals at risk for minor psychiatric disorders. 

First have a look at the variables we are going to use today

summarize jbstat hlghq* hlstat mrjsec sex age12 
To prepare the data for analysis we need to declare which value are treated as missing

mvdecode jbstat hlghq* hlstat mrjsec sex age12, mv(-9/-1) 

Now categorise employment status (jbstat) as employed/unemployed/OLF:
generate empstat=jbstat
recode empstat 1/2=1 3=2 4/10=3

Then recode the ONS socio-economic class into its binary version:
generate onssec=mrjsec

recode onssec 10/119=0 120/139=1
And similarly recode the GHQ caseness scores into a binary variable hlghq3.
Check your results by displaying the derived variables

tab1 empstat hlghq3 onssec
We will now run xtmixed to estimate a null model without any independent variables to estimate the within and between individual variability in GHQ likert scores.

xtmixed hlghq1 || pid:, mle variance 

Fill in the first results column in the table with the estimated coefficients.
Is there evidence of variability in GHQ scores between individuals and within individuals over time?  
Is the variability between individuals greater than the variability within individuals?
What is the average GHQ score overall?

The variance partition coefficient is defined as

VPC = between variance
           total variance

Stata will calculate this for you using the display command. For example,

display 4/(3+4) 

will output the answer .57

Add the VPC to the results table.
What do you conclude about the variability in GHQ scores? 
Table 1.  Results for linear random coefficients models
	
	Model 0:

Null
	Model 1: 

Random intercept
	Model 2:

Random coefficient
	Model 3:

Random coefficient and level-2 covariate
	Model 4:

Random coefficient and level-1 by level-2 interaction

	Fixed part
	
	
	
	
	

	Intercept
	
	
	
	
	

	Unemployed
	n/a
	
	
	
	

	OLF
	n/a
	
	
	
	

	Gender
	n/a
	n/a
	n/a
	
	

	      Unemployed x gender
	n/a
	n/a
	n/a
	n/a
	

	OLF x gender
	n/a
	n/a
	n/a
	n/a
	

	Random part
	
	
	
	
	

	Unemployed
	n/a
	n/a
	
	
	

	OLF
	
	
	
	
	

	Gender
	n/a
	n/a
	n/a
	
	

	      Unemployed x gender
	n/a
	n/a
	n/a
	n/a
	

	OLF x gender
	n/a
	n/a
	n/a
	n/a
	

	Between variation
	
	
	
	
	

	Within variation
	
	
	
	
	

	VPC
	
	
	
	
	


The next task is to regress GHQ on employment status using a random intercepts or fixed effects specification.
xi: xtmixed hlghq1 i.empstat || pid:, mle variance 

Fill in the second results column in the table with the estimated coefficients. Calculate the VPC for this model and add this in the table. 
Which group has the highest GHQ scores on average? Have we explained any of the variability between individuals?
Now let us look at some predictions from the random intercept model. First we’ll see how the intercepts vary between individuals. 
predict model1_re*, reffects

bysort pid:generate tolist=(_n==1)

list pid model1_re1 in 1/100 if tolist,  sep(10) noobs
Another way to look at this is to predict the individual intercepts
generate intercept= _b[_cons] + model1_re1 

list pid intercept in 1/100 if tolist,  sep(10) noobs

What do you conclude?
Now we will check the assumption of normality of the residuals by examining the Q-Q plot 
predict rs, rstandard

qnorm rs

If the residuals lie in a straight line on the diagonal of the graph then the normality assumption is upheld. If the assumption is violated then we have not fitted the correct model to the data. What does the graph show?
We are going to save the estimates from this model before continuing.

estimates store model1

Now we will see if individuals have different mental health responses to non employment by specifying employment status as random at the individual level. 
xi: xtmixed hlghq1 i.empstat || pid: i.empstat,  ///
mle cov(unstr) variance 

Is there significant random variation in the slopes (i.e. coefficients for employment status)?
We can carry out a likelihood ratio test on the significance of the slope variances by seeing if model 2 is a better fit to the data than model 1.

estimates store model2

lrtest model1 model2

Is this consistent with your interpretation above?
Fill in the results for model 2, including the VPC at the intercept, in the table.
How do the findings from model 2 differ from model 1?
How would you interpret the change in the VPC from model 1 to model 2?

Now let’s look at some individual regression lines:
predict model2_re*, reffects
Check the labels for the new variables in the variables window and make sure that you understand the syntax in the next three lines.
replace intercept = _b[_cons] + model2_re3
generate unemp = _b[_Iempstat_2] + model2_re1
generate olf = _b[_Iempstat_3] + model2_re2
list pid intercept unemp olf in 1/100 if tolist, sep(10) noobs

How do the individual regression estimates differ from the average effects?
In your own time, try estimating model 3 that adds sex as a covariate and model 4 that includes an interaction between employment status and sex. 
Try out some of the post estimation commands.

Fill in the last columns of the table and compare your findings with the previous models.

Warning: the models will get slower and slower to estimate as you go along.

4.3 
Logistic random coefficients models

The next task is to repeat model 0 to model 2 but this time, you will use the Stata command xtmelogit with the binary GHQ caseness variable as the outcome of interest. 
Since the logistic random coefficients models take a long time to converge, we shall reduce the size of the data file first. So drop all records with wave>5.
Now, the null model:
xtmelogit hlghq3 || pid:, variance

Then run the random intercepts model:
xi: xtmelogit hlghq3 i.empstat || pid: ,variance

If you prefer odds ratios to logits then use the following syntax straight after the previous command
xi: xtmelogit, or 

Complete table 2 by adding the coefficients from these two models. 

Table 2.  Results for logistic random coefficients models
	
	Model 0:

Null
	Model 1: 

Random intercept
	Model 2:

Random coefficient

	Fixed part
	
	
	

	Intercept
	
	
	

	Unemployed
	n/a
	
	

	OLF
	n/a
	
	

	OLF x gender
	n/a
	n/a
	n/a

	Random part
	
	
	

	Employed
	n/a
	n/a
	

	Unemployed
	n/a
	n/a
	

	Between variation
	
	
	


Finally try running the random coefficients model

xi: xtmelogit hlghq3 i.empstat,  || pid: i.empstat, variance cov(unstr)

What problems do you have? If you want to continue with the next section then stop the run by clicking on the break button.
Write a paragraph summarising the results from the logistic random coefficients models.
4.4 
Growth curve models

Every year, respondents have been asked to rate their general health (hlstat) on a 5 point likert scale. For the purposes of this exercise, we will treat the responses as a continuous variable. The first task in this session is to model health status over time from 1991. 
First go back to the original teaching.dta file.

We need to decide on the scale for time. So first we will derive a variable for time which starts at zero in 1991.
generate time = wave -1 
generate timesq = time^2

Now we can estimate a linear and a quadratic growth curve model and carry out a likelihood ratio test to see which model to proceed with.
The syntax for the linear growth curve model is:

xtmixed hlstat time || pid:time , mle cov(unstr) variance

Now run a quadratic growth model for yourself with just a fixed quadratic term (the models is difficult to estimate with a random timesq term. Try this in your own time).
Does a linear or a quadratic growth curve fit the data best? 
Is there any variation in individual growth curves? 
Because elapsed time is confounded with age and cohort, we need to control for one of these. It is easier to interpret the models if we centre age (cohort) at some convenient value, usually the mean or median. So let’s find out what these values are
summarize age12,detail

summarize age12 if wave==1,detail

Then derive new age and cohort variables. For example,

generate age_cen = age12 – 35

bysort pid: generate cohort=age12[1]-35 

Add a fixed effect for each term in separate models

Which model fits the data best? 
If the difference in model fit is modest then continue with cohort not age_cen as it will be quicker to estimate this model.
Now we can proceed to add a time varying covariate for social class to the model and then interact social class with time. 
Is health poorer for those in more disadvantaged social groups (onssec=1)? 
Does health decline faster over time for those in more disadvantaged social classes?
Remember that higher values on hlstat means health is rated more poorly.
The final task is to display the estimated mean growth curves by social group.
gen Advantaged = _b[_cons] + (time*_b[time]) + (timesq*_b[timesq]) 

gen Disadvantaged = _b[_cons] + (time*_b[time]) + 


///

(timesq*_b[timesq]) + _b[_Ionssec_1]

twoway (line Advantaged wave, sort lcolor(navy) lwidth(thick)) 
///


(line Disadvantaged wave, sort lcolor(pink) lwidth(thick))

