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Non-technical summary

In several European countries and some US cities, students are tracked into different types of
high school according to their ability; students perceived as academically able are allowed to
attend ‘elite’ schools, while students perceived as less academically able are taught in ‘non-elite’
schools. An emerging body of evidence suggests that being tracked into the elite schools in
these systems has, at best, small effects on test scores and college outcomes. This is surprising.
As several of these studies document, parents have strong preferences for elite schools within
these systems. One explanation is that parents overestimate the importance of being at school
with other high ability students on educational outcomes. Another explanation is that parents
are focused on outcomes other than educational attainment, such as crime for example. A third
explanation is that parents are focused on longer-run outcomes, and that elite school attendance
improves these outcomes despite apparently modest effects on test scores and college enrollment.

To date, there are few analyses of the long-run effects of elite school assignment. This paper
begins to fill this gap by providing what we believe are the first estimates of the long-run impact
of attending an elite school. These estimates make use of a large sample of students educated in
a UK district that operated a selective high school system. Because assignment in this district
was based on a strict formula, we can exploit our knowledge of this formula to generate credible
estimates of the causal effects of attending an elite school within this system. The individuals
in our sample attended school in the 1960s, and were followed and surveyed in 2001 (when they
were in their late 40s). We can therefore estimate impacts on a range of long-run outcomes,
including completed education, income, marriage, fertility and occupational success.

We find large impacts of elite school attendance on educational attainment of both men and
women. For women, elite school attendance increased full-time education by almost one year
and increased the probability of earning A-levels by 23 percentage points. For men, elite
school attendance increased completed years of full-time education by more than one year and
doubled the probability of degree receipt. These effects likely reflect the higher barriers (i.e.,
non-monetary costs) to further full-time education faced by students that attended non-elite
schools. For women, we also find that elite school attendance significantly increased income
and wages (by 20 percent and 10 percent respectively) and significantly decreased completed
fertility (by around 0.5 children). However, for men elite school attendance had no effect on
income or wages and no effect on fertility or marriage. We speculate this is because elite school
attendance caused men to pursue further academic education at the expense of vocational
training, such that the overall impact on human capital accumulation was ambiguous.

Our analysis shows that elite school attendance can have important long-run effects, including
but not limited to effects on labor market outcomes. This suggests that selective school systems
can generate a lottery in life chances, with important advantages accruing to students that
perform well on the assignment tests. Our findings also suggest that the long-run impacts
of school quality cannot be understood without reference to the wider education and labor
market institutions facing students. For example, the small labor market impacts that we
estimate for men may be driven by the vocational training options enjoyed by non-elite school
students in this era. Men that attended non-elite schools in other settings may have enjoyed
fewer such options. From a policy perspective, this research suggests that policy-makers would
be advised to keep in mind the importance of related institutions when proposing changes to
school resources and organization.
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Abstract

This paper estimates the impact of elite school attendance on long-

run outcomes including completed education, income and fertility. Our

data consists of individuals born in the 1950s and educated in a UK dis-

trict that assigned students to either elite or non-elite secondary schools.

Using instrumental variables methods that exploit the school assign-

ment formula, we �nd that elite school attendance had large impacts on

completed education. For women, we �nd that elite school attendance

generated large improvements in labor market outcomes and signi�cant

decreases in fertility; for men, we �nd no elite school impacts on any of

these later-life outcomes.
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1 Introduction

In many parts of the world, including several European countries and some

US cities, students are tracked into di�erent types of high school: students

perceived as academically able into elite schools, students perceived as less

academically able into non-elite schools. An emerging body of evidence sug-

gests that being tracked into the elite schools in these systems has, at best,

small e�ects on test scores and college outcomes (Angrist et al., 2011; Clark,

2010; Dobbie and Fryer, 2011; Pop-Eleches and Urquiola, 2013).1 This is sur-

prising. As several of these studies document, parents have strong preferences

for elite schools within these systems. Indeed, much of the pressure to reform

these systems stems from the perception that they represent a lottery in life

chances, one in which the lucky winners assigned to the elite schools are given

the prize of a better education and better later-life outcomes.2

One explanation for this combination of strong preferences and weak im-

pacts is the possibility that parents do not understand the education produc-

tion function: for example, they might overestimate the importance of peer

e�ects. Another explanation is that parents are focused on other youth out-

comes such as crime, which Deming (2010) shows can be improved when par-

ents gain access to their preferred schools. A third explanation is that parents

are focused on longer-run outcomes, and that elite school attendance improves

these outcomes despite apparently modest e�ects on test scores and college en-

rollment. Unfortunately, there are few analyses of the long-run e�ects of elite

school assignment, presumably a re�ection of the di�culties associated with

identifying exogenous variation in school assignments and then matching these

to adult outcome data.3 This is unfortunate because other education evalua-
1In a closely related study, Cullen et al. (2006) also �nd small test score e�ects of

attending �better� schools in Chicago, in this case regular public schools that are high-
achieving and popular with parents. An exception to this pattern of small e�ects is Jackson
(2010), who �nds larger e�ects of attending elite schools in Trinidad and Tobago.

2To analyze convincingly whether a selective or non-selective system is most e�ective we
would require quasi-random assignment of students to di�erent types of systems (such as
that implemented by Du�o et al., 2011). We do not have access to this type of assignment
hence make no claims as to which system is most e�ective.

3Dustmann et al. (2012) o�er one such analyses, focusing on the impact of attending an
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tions have revealed a disconnect between test score and long-run impacts (e.g.,

Garces et al. 2002; Krueger and Whitmore, 2001).

This paper begins to �ll this gap by providing what we believe are the �rst

estimates of the long-run impact of attending an elite school. These estimates

make use of a large sample of students educated in a UK district that operated

a selective high school system. Because assignment in this district was based

on a strict formula, we can exploit our knowledge of this formula to generate

credible estimates of the causal e�ects of attending an elite school within this

system. The individuals in our sample attended school in the 1960s, and

were followed and surveyed in 2001 (when they were in their late 40s). We

can therefore estimate impacts on a range of long-run outcomes, including

completed education, income, marriage, fertility and occupational success.

Our analysis produces three main �ndings. First, we �nd large impacts of

elite school attendance on educational attainment. For women, we estimate

that elite school attendance increased full-time education by almost one year

and increased the probability of earning A-levels by 23 percentage points. Rel-

ative to average attainment among women with borderline scores that attended

non-elite schools (which we refer to as the �control group� mean), this repre-

sents a 36 percent increase in completed years of post-compulsory education

and a 60 percent increase in the likelihood of achieving A-level quali�cations.

For men, we estimate that elite school attendance increased completed years

of full-time education by more than one year (approximately 60 percent of

the control group mean) and doubled the probability of degree receipt. These

elite middle school in Germany. They instrument elite school attendance using date of birth
relative to the school starting age, the idea being that older students will be more likely to
be deemed suitable for the elite schools. The authors �nd that higher-track attendance in
middle school has negligible e�ects on the type of secondary education received and on long-
run outcomes such as wages and unemployment. An important caveat that could account
for these �ndings is that, after being assigned, German students can move between tracks.
There is much less scope for between-school mobility in the setting we consider. A related
strand of literature considers the e�ect of changing the fraction of students assigned to the
elite track. Du�o et al. (2011) use experimental variation to analyze tracking in Kenya;
Guyon et al. (2012) argue convincingly that a Northern Ireland policy that resulted in an
expansion of the elite track provides quasi-experimental variation in the size of the elite
track. The relationship between average outcomes and the fraction of students tracked is
an interesting and important one, but not one that we can address in this paper.
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e�ects likely re�ect the higher barriers (i.e., non-monetary costs) to further

full-time education faced by students that attended non-elite schools. For ex-

ample, as shown by Clark (2010), non-elite school students may have taken

too narrow a range of courses to succeed in certain degree programs. We

suspect these e�ects are larger than in those found in the previous literature

because we suspect that these barriers are higher than those in other contexts

(e.g., in the contemporary US context analyzed by Dobbie and Fryer, 2011, in

which the SAT plays an important role in college admission and high school

course-taking may be more similar across elite and non-elite schools).

Second, for women, we estimate that elite school attendance signi�cantly

increased income and wages (by 20 percent and 10 percent respectively) and

signi�cantly decreased completed fertility (by around 0.5 children). As such,

these estimates are consistent with elite school e�ects on educational attain-

ment leading to better labor market opportunities, and with better labor mar-

ket opportunities leading to lower fertility. These large impacts on completed

fertility are also consistent with Goldin's (2006) account of the importance

of education in enabling a �quiet revolution� in women`s economic and social

roles in the 1970s.

Third, for men, we estimate that elite school attendance had no e�ect on

income or wages and no e�ect on fertility or marriage. We speculate this is

because elite school attendance caused men to pursue further academic edu-

cation at the expense of vocational training, especially trade apprenticeships,

such that the overall impact on human capital accumulation was ambiguous.

We formalize this explanation using a school quality model similar to Card

and Krueger (1996) but extended to include vocational training. We then

show that several implications of this explanation are con�rmed in the data.

We also show that the data reject the implications of several alternative hy-

potheses.

We draw three conclusions from our analysis. First, elite school attendance

can have important long-run e�ects, including but not limited to e�ects on la-

bor market outcomes. Among other things, this suggests that selective school

systems can generate a type of lottery in life chances, with important advan-

3



tages accruing to students that perform well on the assignment tests. To the

best of our knowledge, this is the �rst study to provide evidence in support of

this point, one stressed by opponents of this system in the 1950s and 1960s.4

This may also explain why parents exhibit strong preferences for elite-type

schooling despite evidence that short-run e�ects can be small. Second, our

�ndings suggest that the long-run impacts of school quality cannot be under-

stood without reference to the wider education and labor market institutions

facing students. For example, the large education impacts that we estimate

likely re�ect the barriers to further education faced by non-elite school stu-

dents in this era. These barriers may be lower in other settings. Similarly, the

small labor market impacts that we estimate for men may be driven by the

vocational training options enjoyed by non-elite school students in this era.

Men that attended non-elite schools in other settings may have enjoyed fewer

such options.Third, from a policy perspective, it follows that policy-makers

would be advised to keep in mind the importance of related institutions when

proposing changes to school resources and organization. For example, in the

contemporary US context, it seems plausible to suppose that elite school e�ects

would be shaped by whether non-elite school students had ready access to Ad-

vanced Placement courses (Klopfenstein, 2004) and SAT-taking opportunities

(Bulman, 2013; Goodman, 2012).

2 Institutions and data

2.1 The educational system in Aberdeen in the 1960s

Our data consists of a cohort of children born in the 1950s and educated in

Aberdeen, Scotland. In the 1960s, the school system in Scotland was similar to

4The argument was that it was unfair and undesirable that life chances could hinge on
the answers to a few questions on tests that children took at age elevent to enter these
schools. These tests were thought to be decisive in part because there was limited scope for
between-school transfers after age eleven (see the discussion in Galindo-Rueda and Vignoles,
2004).
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that in the rest of the UK. Education was compulsory for all children aged 5 to

15. After 7 years of primary school, at about age 12, children were transferred

to one of two types of secondary school: elite schools (known as �Senior Sec-

ondary Schools� in Scotland and �Grammar Schools� in England and Wales)

and non-elite schools (known as �Junior Secondary Schools� in Scotland and

�Secondary Modern Schools� in England and Wales).5 In Aberdeen in the

1960s, there were three elite schools and 15 non-elite schools, three of which

were private6,7

Secondary School Assignment

Secondary school assignment was determined by tests and assessments that

took place during the last year of primary school. The tests comprised two

intelligence tests (Verbal Reasoning Quotient (VRQ) tests), an English at-

tainment test and an arithmetic attainment test, each standardized to have

mean 100 and standard deviation 15. Two assessments (of ability in English

and arithmetic) were provided by the student's primary school teacher. These

were averaged and standardized to give a single teacher assessment with mean

100 and standard deviation 15. This was then added to the four test scores to

give an overall assignment score with mean 500. The other assessment (of the

student's suitability for an elite school) was provided by the primary school

head teacher (categories were �suitable�, �doubtful� or �unsuitable�).

Students with assignment scores below 540 were allocated to a non-elite

5In the UK, elite high schools were established by the 1944 Education Act. Before the
Act, these schools formed a class of private schools that o�ered scholarships in exchange
for �nancial support from the local school district; after the Act, they received all of their
funding from the district, were not allowed to charge fees and were required to admit students
on the basis of academic potential assessed at the end of primary school. At its simplest,
this involved all students in a district taking a test (the �11-plus�), with the elite school
places going to the top-scoring students. The non-elite schools remained broadly unchanged
after the Act, the important caveat being that while they previously educated all but those
students that won scholarships to the elite schools, they now educated all students that
failed the �11-plus�.

6In addition to these, there were two special needs secondary schools and a convent.
7Appendix B Tables 1 and 2 use LFS data to show that the distribution of years of

schooling and quali�cation attainment in our sample is broadly similar to that of comparison
groups of individuals from the whole of the UK or the whole of Scotland.
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school; students with assignment scores of 580 or more were assigned to an
elite school unless assessed by their Head as “unsuitable”; students with scores
between 560 and 579 and assessed by their Head as “suitable” were allocated
to an elite school provided one of their intelligence test scores was at least 112.
The names of the remaining students with assignment score between 540 and
579 were sent back to the Heads, who were required to arrange them in order
of merit and write a report on each. The Appeals subcommittee used this
information to allocate the remaining elite school places. At the end of this
process, the allocation was publicly announced and parents could appeal.

As a result of this procedure, we expect that (i) no students with assign-
ment scores of 539 or below would be assigned to an elite school; (ii) most
students with assignment scores of 560 or above would be observed in an elite
school; (iii) the fraction of students with assignment scores in the range 540-
559 attending an elite school would be increasing in the assignment score.
Our data are broadly consistent with this hypothesis. First, the distribu-
tion of assignment scores is as expected, with mean close to 500 (see Figure
1). Second, the relationship between school assignment and assignment scores
has the expected pattern. This can be seen in Figure 2, which graphs elite
school assignment against the assignment score.8 The circles show the frac-
tion of students attending an elite school for a 5-point interval of the score;
the solid line is the probability of attending an elite school as predicted by
a linear probability model of elite school attendance that includes a dummy
variable for the borderline score range, a dummy for scores above this range
and interactions between these dummies and the assignment score. The graph
reveals that assignment probabilities are low for assignment scores less than
540, high for assignment scores greater than 560 and increasing in scores for

8What we term “elite school assignment” is actually “elite school attended” as reported
by respondents. While the two could differ if respondents misreport the school actually
attended, data from one of the four cohorts of students in our analysis (those observed in
grade 7 in December 1962 ) suggests that any such differences are likely very small. In
partiuclar, the number that attended a non-elite school in 1964 but report attending an
elite school at the time of the postal survey is 7, while the number observed in an elite
school in 1964 but who report having attended a non-elite school in 2001 is 3 (out of a total
of 1,097 grade 7 survey respondents in 2001).
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assignment scores in between.9 The few students with scores below 540 that

report attending an elite school may have won an appeal against an initial non-

selective assignment.10 The few students with scores above 560 that did not

attend an elite school are likely those that primary Heads deemed �unsuitable�

or �doubtful�.

Curriculum and Exams

At this time, the minimum school leaving age was 15; hence all students

could leave after three years in whichever secondary school they were assigned

to. Students could stay in the elite schools for up to six years. In the third

and fourth year, they could take courses leading to the Scottish Certi�cate of

Education (SCE) �O grade� exams. In the �fth and sixth year, they could take

courses leading to SCE �H grade� exams. In the sixth year, they could also take

courses leading to a �Certi�cate of Sixth Year Studies�. This was overseen by a

di�erent examinations board and was broadly equivalent to English �A-levels�.

All of the non-elite schools allowed students to stay for four years and take

courses leading to �O grade� exams. They also o�ered more vocational-type

courses. To take more courses (e.g., leading to �H grade� exams), students had

to transfer to an elite school. Elite school registers suggest that few students

did this.11

Post-secondary options

As described by Findlay (1973), students could pursue degree courses at

universities or teacher training courses at universities or teacher training col-

9Appendix A Figure 2 shows similar �gures for students in di�erent grades. These
demonstrate that the rule was consistently applied for all four grades considered in our
analysis.

10Grounds for appeal would likely have included the child being unwell on a test day or
missing time at school through illness or family circumstances.

11For two of the three elite schools in Aberdeen, we gained access to school registers from
the 1960s. These show that a small number of students entered the school for the �rst time at
an age consistent with them having already spent four years in a non-elite school. We cannot
match these students to our data, and our data do not contain information on whether a
student transferred schools, but we view this as evidence that transfer opportunities were
limited in our setting. We view such transfers as a mechanism that could decrease the cost
of an initial non-elite school assignment.
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leges. They could also pursue what Findlay describes as two main types of
further education: technical and commercial. Technical education included
higher-level type education leading to a Higher National Diploma (HND).
This could be pursued at some universities and various “central institutions”
(e.g., Colleges of Commerce, Agricultural Colleges, Nautical Colleges, Techni-
cal Colleges, Colleges and Schools of Art). In addition, it included lower-level
education leading to lower-level qualifications (e.g., OND, HNC, ONC and
City and Guilds qualifications). This could be pursued at colleges of further
education serving the local area and would typically involve day release, block
release, apprenticeship, sandwich or similar course arrangements. Commercial
education was typically confined to further education colleges and included
secretarial and business studies courses.

The apprenticeship system provided students with another alternative to
the academic track. During the 1950s and the 1960s the system was based on
a formal or informal agreement between a firm and an apprentice. This spec-
ified the length of the apprenticeship (between three and six years) and the
classroom-based training component, typically day release to a technical col-
lege. The classroom-based component ensured that apprentices could acquire
formal qualifications, such as City and Guilds or Business and Technology
Education Council (BTEC) certificates (Steedman et al., 1998).

2.2 The Aberdeen Children of the 1950s

Our data come from the “Aberdeen Children of the 1950s” study. The study
cohort consists of 12,150 children born in Aberdeen between 1950 and 1956
who participated in the Aberdeen Child Development Survey (Batty et al.,
2004; Illsley and Wilson, 1981).12 The target population consisted of all stu-

12Aberdeen is a coastal town in the North-East of Scotland. In the 1960s it was the third
largest city in Scotland, its economy consisting of rapidly declining traditional industries,
such as fishing and shipbuilding. Its fortunes changed dramatically with the discovery of
the North Sea oil in 1971. The new oil industry offered more and well-paid high skilled
jobs, and generated spillover effects on other sectors, including the state and service sector
(Batty et al., 2004).
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dents in primary school grades 3-7 in December 1962 (i.e., roughly aged 6-13).

According to Illsley (2002), all students were covered by the study except for

those attending three small private primary schools that did not take part (2.2

percent of targeted children).

In phase I of the study students were given a series of reading tests and

asked to provide demographic information for themselves and their parents

(address and date of birth). This information was used to link them to admin-

istrative records from the Aberdeen Maternity and Neonatal Databank (match

rate 86 percent). These records included perinatal and social information col-

lected throughout the course of their mother's pregnancy and their own birth.

In phase II of the study (a year later, in July 1963) the students' medical

records were extracted. In phase III of the study (March 1964) sociometric

and behavioral data were collected from teachers, children and a 20 percent

sample of parents. As a result of these data collection e�orts, we know the fa-

ther's occupation at the time of the child's birth, the premarital occupation of

the child's mother, the father's occupation in 1962 (as described by the survey

child) and the socio-economic status of the area in which the family lived at

the time of the 1962 survey (based on dwelling age, ownership, building type

and availability of domestic facilities).

District-held test score data were subsequently added to the dataset. These

include all of the transfer tests and assessments discussed above (two IQ, one

arithmetic, one English, one combined teacher estimate) and the scores of tests

taken at ages 7 and 9.13 The test at age 7 was called the �Moray House Picture

Intelligence Test� and was used to screen students for a mental handicap; the

test at age 9 was the �Schonell and Adams Essential Intelligence Test� used to

screen for poor readers.

In 1998 a study team began to gather new information from the original

participants using administrative records on pregnancies, hospital admissions

and mortality, as well as administering a postal survey. Over 97 percent of

13This data is missing for the youngest students in the dataset, i.e. those attending grade
3 in December 1962. That is because the procedure used to assign these students had
changed, and was based only on the two IQ tests.
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the core population (N=11,727) were traced. Of these, 4 percent had died, 2.5

percent had emigrated and 0.6 percent were in the armed forces (Batty et al.,

2004). The postal survey was conducted in 2001. Traced participants were

sent a sex-speci�c questionnaire that obtained a response rate of 63.7 percent.

To construct the samples used in this paper, we start with the students

matched to the Aberdeen Maternity Databank (N=12,150) then restrict the

sample in several ways (see Appendix A Table 1a). First, we exclude individ-

uals who moved outside Aberdeen during the period 1962-1964, as we do not

have complete information on their test results and because the vast majority

of them attended secondary schools outside Aberdeen. Second, we exclude

some individuals on the basis of the primary school attended. In particular,

we exclude: (i) individuals who attended either a private and/or faith primary

school, as some of these did not take the assignment tests and others were much

less likely to attend elite schools conditional on the assignment test score; (ii)

individuals who attended elite secondary school during their primary school

years, as these are observed to attend an elite secondary school irrespective

of their assignment test scores; (iii) individuals who attended special needs

schools; and (iv) individuals who attended primary schools outside Aberdeen.

Third, since we require information on school grade at the time of the

�rst interview we exclude individuals for whom this is not available.14 We

also exclude individuals with missing assignment scores and missing age-7 and

age-9 test scores, all of which are used in our analysis. Fourth, we exclude the

roughly 40 percent of individuals who did not respond to the postal survey,

which provides information on the type of secondary school attended and most

of our outcome variables. Fifth, since we wish to compare individuals that

attended elite and non-elite state schools, we exclude individuals that report

attending a private secondary school (around 5 percent). Finally, since the

14Grade information was recorded on �Form A� (the one �lled out by the children at
the time of the �rst interview), but it was not added to the dataset until 1964, when it
was collected as part of the sociometric data . Therefore, children with no sociometric
data have no information on grades. Grade is recorded as a separate variable, and it is
not based on date of birth, although the data suggest that there was not a lot of grade
retention/promotion.
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assignment procedure changed in 1966/67, we exclude the one cohort that

was subject to this new procedure. Our �nal sample thus consists of 4,528

observations.

An obvious concern here is sample selection bias. First, we might worry

that assignment to elite school a�ects survey response rates, with students

assigned to elite schools being more or less likely to respond to the postal

survey. Second, we might worry that assignment to elite school a�ects private

school choices, with students assigned to elite school less likely to attend a

private school. On the �rst point, the left panel of Appendix A Figure 1

reveals a positive relationship between assignment scores and survey response

rates, but no evidence of a jump or a change in the slope within the borderline

score range. Further tests performed on the cohort of children in grade 7

in December 1962, for whom we know secondary school assignment in March

1964 (independently of their postal survey response rate), con�rm that there is

no signi�cant relationship between elite school status and the probability that

individuals reply to the adult questionnaire. On the second point, the right

panel of Appendix A Figure 1 suggests a negative correlation between private

school attendance and test scores in the borderline score range (in contrast

to the generally positive relationship), a possible indication that elite school

attendance decreases the probability of attending private school.15

Although there is little we can do about possible biases caused by elite

school impacts on private school attendance, two points are worth noting.

First, any such bias would likely be upwards. In other words, for men, we

would expect to estimate larger impacts on educational attainment and labor

market outcomes in the presence of this bias than in the absence of this bias.

With this in mind, it is interesting that we �nd no impact on male labor market

outcomes and that our education estimates for boys are comparable to those

for girls, for whom there can be no private school bias. Second, a compari-

son of the characteristics of the initial sample (left panel of Appendix A Table

1b) and the sample that excludes non-respondents and private school enrollees

15Only 0.4 percent girls in our sample attended a private high school. For boys this
percentage was 7.6, comparable to the national �gure at the time.
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(central panel) does not reveal sharp di�erences, other than the expected dif-

ference in the fraction male. The two far right panels of Appendix A Table

1b report separate descriptive statistics for individuals that attended elite and

non-elite schools. As expected, these reveal clear di�erences in ability and

socio-economic characteristics. The di�erence in average ability (roughly two

standard deviations as measured by the total assignment score) is particularly

striking.

3 Empirical Strategy

3.1 Motivation

To motivate the IV strategy that we use to identify elite school e�ects, consider

the following model for outcomes of individuali in the event that she attends

an elite school (Y1i ) or a non-elite school(Y0i ):

Y0i = E[Y0i jA i ] + u0i � g0(A i ) + u0i

Y1i = E[Y1i jA i ] + u1i � g1(A i ) + u1i

where A i is the assignment score with S points of support, such thatA 2

f a0; a1:::; aSg and as � as� 1 > 0, and the error termsu0i and u1i are mean-

independent ofA i hence any functions ofA i including g0(A i ) and g1(A i ). The

model for observed outcomes can then be written:

Yi = g0(A i ) + D i � (A i = as) + f D i (u1i � u0i ) + u0i g

where� (A i = as) = E[Y1i � Y0i jA i = as] = g1(A i = as) � g0(A i = as) and D i is

a dummy variable taking the value one if individuali attends an elite school

and zero otherwise.
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To begin, assume treatment e�ects are constant, such that:16

Yi = g0(A i ) + D i � + u0i

Even if we knew the form ofg0(:), least squares estimates of this equation

would be biased: students assigned to elite schools may have unobserved char-

acteristics that would be associated with better outcomes even if they attended

non-elite schools (i.e.,Cov(D i ; u0i ) > 0).

As a �rst step to motivating our IV strategy, note that D i = E[D i jA i ] +

vi = P(D i = 1jA i ) + vi , wherevi is mean-independent of all functions ofA i .

Substituting into the last equation gives:

Yi = g0(A i ) + P(D i = 1jA i )� + f u0i + vi g

where both components of the error term are mean-independent ofg0(A i ) and

P(D i = 1jA i ). It follows that if we knew the assignment score polynomial

g0(A i ) and the assignment probabilityP(D i = 1jA i ), we could identify � via a

regressionY on g0(A i ) and P(D i = 1jA i ). The estimated� would be positive

(negative) if average outcomes exhibited a sharp increase (decrease) in the

borderline range in which the probability of assignment increases from zero to

one. If average outcomes did not change through this borderline range, then

the estimated� would be small.

Since we do not knowP(D i = 1jA i ), we cannot use this approach. We

could, however, instrumentD i with dP(D i = 1jA i ) - the predicted value of

D i given A i . Because the relationship between school assigment and as-

signment scores is highly nonlinear (c.f., Figure 2), the instrumental variable
dP(D i = 1jA i ) would have predictive power forD i conditional on any smooth

(e.g., low-order polynomial) functional chosen forg0(A i ). Moreover, because

the instrumental variable dP(D i = 1jA i ) is a function of A i , it would be mean-

independent of the error term. As noted by Wooldridge (2002), in a discussion

16More generally, the assumption is that treatment e�ects cannot be predicted at age
11, such that there is no correlation between the treatment and the gain from treatment
(sometimes referred to as �selectivity bias�).
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of this type of strategy, if the model for P (Di = 1|Ai) is specified correctly,
and if u0i is homoscedastic, then this procedure is the efficient IV estimator
(Procedure 18.1, discussed on p. 623). Even if the model for P (Di = 1|Ai)

is specified incorrectly (e.g., if a linear probability model is used), then the
instrument would still be valid and estimates would still be consistent.

In Appendix C, we argue that if treatment effects are heterogeneous, then
this IV estimator would likely approximate the average effects among border-
line students. There are two steps in the argument, which closely follows the
argument developed by Angrist et al. (1996). First, we show that under some
additional assumptions, the IV estimator would identify a weighted average of
score-specific local average treatment effects (LATEs): E[Yi(1)−Yi(0)|Di(as)−
Di(as−1) = 1, Ai = as].17 These LATEs capture the average effect among a
particular subset of students: those that achieved score as and were assigned
to an elite school but who would not have been assigned with score as − 1;
only LATEs for borderline scores receive positive weight. Second, we argue
that this weighted average of score-specific LATEs would likely approximate
the average effect among borderline students.

3.2 IV strategy

The strategy described above used a fitted probability as a single instrument.
The strategy that we actually implement employs as instruments various func-
tions of the assignment score. Exactly the same arguments justify the validity
of these instruments (they have predictive power for D and are functions of

17This result is based on two sets of assumptions. One imposes restrictions on the as-
signment probability, which is assumed to be zero to the left of the borderline range, one
to the right of the borderline range and increasing within the borderline range. The other
imposes restrictions on the τ(Ai) function, which is assumed to be constant within the
borderline range (but not necessarily outside of it). The first set of assumptions generates
a first-stage relationship that is a close approximation to the first-stage relationship that
we actually work with (see Figure 1). The second set of assumptions is harder to assess,
although the results of Monte Carlo simulations (available on request) suggest that even
when these assumptions are violated, IV estimates will identify something close to the effect
for the typical borderline student.
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A hence mean-independent of the error term), although the single-instrument

case is simpler to motivate. The main advantage of the multiple-instrument

strategy, and the reason we pursue it, is that when treatment e�ects are con-

stant, we can use the resulting over-identi�cation restrictions to test the model

speci�cation.18 To maximize e�ciency, we implement this strategy using GMM

and use J-tests of the overidenti�cation restrictions.

In practice, we use as instruments the four variables required to �t the basic

pattern seen in Figure 2: dummy variables indicating borderline scores and

above-borderline scores and the interactions of these dummy variables and the

assignment score. The associated �rst stage estimates are reported in Table 1.

Note that these instruments do a good job of predicting elite school assignment,

even when we include �exible functions (e.g., fourth-order polynomials) of the

assignment score (i..e, the functiong0(A i )) and covariates. This is revealed

by tests of the hypothesis that the excluded instruments explain none of the

variation in elite school assignment, which are easily rejected; the associated F-

statistics are well in excess of the thresholds for instrument relevance suggested

by the literature (e.g., Stock and Yogo, 2005).

3.3 Robustness checks

As with regression discontinuity approaches, a successful application of this

IV approach requires that we can captureg0(A i ), the underlying relationship

between outcomes and assignment scores. As with �global polynomial� regres-

sion discontinuity estimators, we proxy for this relationship using low-order

polynomials. To ensure that our estimates are not biased by this choice, we

implement �ve robustness tests.

Four of these tests are analogous to those used in many regression discon-

tinuity applications. First, we check that our estimates are insensitive to the

inclusion of covariates. Since we have an extensive set of covariates (in addi-

tion to the assignment scores), this �rst test should be quite powerful. Second,

18As recently illustrated in Parente and Santos Silva (2012), the validity of overidentifying
restrictions does not ensure the validity of instruments. Instead, these tests are better
interpreted as checking that the various instruments identify the same parameters.
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we conduct falsi�cation tests of the �e�ect� of elite school attendance on pre-

determined outcomes such as years of post-compulsory education predicted by

covariates. Third, we check that the model provides an adequate �t to data

outside of the borderline range. This is possible because for data outside of the

borderline range, there is no scope for selection on unobservables conditional

on the assignment score (i.e., the probability of elite school assignment is close

to either zero or one). This is not true inside the borderline range; hence in

this range we would not expect the model to �t the data well. Fourth, we

check that our estimates are robust to alternative polynomial speci�cations.

The remaining robustness check is the over-identi�cation test discussed in the

previous subsection.

3.4 Connection to other approaches

Regression Discontinuity Design (RDD)

At �rst glance, the ��rst stage� relationship seen in Figure 2 might appear

to feature the �sawtooth� pattern documented by Angrist and Lavy (1999) in

one of the �rst papers to use regression discontinuity methods. Upon closer

inspection, it is clear that while the relationship seen in Figure 2 is highly

non-linear, it is essentially continous. This implies that standard regression

discontinuity methods cannot be applied. There is however a conceptual con-

nection between the two approaches. Speci�cally, the regression discontinuity

method exploits the idea that if the underlying relationship between outcomes

and the running variable is smooth, then a positive treatment e�ect will be

revealed as a discontinuity in the relationship between the outcome and the

running variable at the point at which the treatment �switches on�. As noted

above, our method exploits the idea that if the underlying relationship be-

tween outcomes and the running variable (i.e., assignment score) is smooth,

then a positive treatment e�ect will be revealed as a sharp increase (but not

a jump) in outcomes across the borderline score range.

Although we cannot use standard regression discontinuity methods, we
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report estimates obtained using a non-standard implementation of the regres-

sion discontinuity approach. Speci�cally, we use data from the right of the

borderline range to proxyg1(A i ) and predict the outcome given elite school

attendance and assignment score 550, and we use data from the left of the

borderline range to proxy g0(A i ) and predict the outcome given non-elite

school attendance and assignment score 550. The di�erence between these

predicted values provides an estimate of the treatment e�ect at assignment

score 550. The advantage of this approach is that we do not need to as-

sume that treatment e�ects are independent of assignment scores within the

borderline range.19 The key disadvantage is that extrapolation may generate

non-robust estimates (as discussed by Angrist and Rokkanen, 2012). A second

problem is that even outside of the borderline range, the treatment proba-

bility is not always zero or one, which complicates the estimation ofg1(A i )

and g0(A i ). This is the main reason why we prefer our IV approach, although

it is reassuring to �nd that our IV approach and this RD approach generate

similar results, at least for the main outcomes.20 Note that to implement this

approach, we follow standard practice in the regression discontinuity literature

(e.g., Lee and Lemieux, 2010) and approximate these functions using linear re-

gression models (i.e., equivalent to estimating nonparametric regressions with

uniform kernels). Rather than pick a single bandwidth, we present estimates

and con�dence intervals for a wide range of bandwidths.21

Kinked Regression Discontinuity Design (KRD)

19We could have used this approach to calculate treatment e�ects at any assignment
score within the borderline range. We chose the 550 score because it is the midpoint of the
range. This makes it a natural estimate to compare with the IV estimates (which we argued
identi�ed the average e�ect among borderline students). It also means that we extrapolate
over the same distance from the left and right of the borderline range, which spans [540,
560]. If forecast errors are a convex function of the score range being extrapolated over, the
sum of the forecast errors will be minimized at this score.

20If we wanted to push the RD approach further, we could generate estimates for every
point in the borderline range (i.e., 540, 541,..559) and then generate a weighted average of
these. Since we prefer the IV approach, we chose not to pursue this strategy.

21We conducted cross-validation analyses designed to select the optimal bandwidth (e.g.,
Imbens and Lemieux, 2008), adapted to account for the fact that we must extrapolate by
10 points. These generally pointed towards larger bandwidths (available upon request).
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Because the first-stage relationship seen in Figure 2 is kinked, we might
have considered the KRD approaches developed by Card et al. (2012) and
Dong (2013). Those allows for “fuzzy kinks”, as observed in our case, and the
Card et al. (2012) application features two fuzzy kinks, as does ours. The
main reason for not using the KRD approach is that in our case, the two kinks
are relatively close. This has two implications. First, even with large numbers
of observations it would be difficult to determine the shape of the relevant
relationships around the kinks (i.e, the relationship between outcomes and
assignment scores in the borderline range). Second, the dataset that we use
is relatively small, such that each kink sample would likely feature fewer than
100 observations (the kink samples in Card et al. (2012) each feature almost
200,000 observations). Unfortunately, this means that the KRD approach is
not feasible.

4 Long-term effects of elite school attendance

We now use the IV strategy described above to estimate the causal effects of
attending an elite school on long term outcomes such as completed education,
income, earnings, marriage and fertility. These estimates are obtained sepa-
rately for men and women. We then pool men and women and report some of
the main findings separately by low and high socio-economic status.

Educational attainment

Table 2 reports estimates of elite school effects on various measures of edu-
cational attainment. Our main measure, reported in Panel A, is the number
of completed years of full-time education beyond the compulsory school leav-
ing age (i.e., age left school plus years of full-time higher education less the
compulsory schooling age facing these cohorts, i.e., 15). In using this measure
we follow the labor economics literature and assume that there are constant
returns to additional years of completed education (Card, 2001). We also
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consider speci�c quali�cation levels, and analyze separately the probability

of achieving no quali�cations (Panel B), CSEs and O-level equivalent quali�-

cations obtained at age 15 (Panel C and D, respectively), A-level equivalent

quali�cations obtained at age 17 (Panel E), post-17 certi�cates and diplomas

(Panel F), and degree or higher level quali�cations (Panel G). For each of these

outcomes we report least squares estimates (columns 1-3 and 5-8 for men and

women, respectively) and GMM instrumental variable estimates (columns 4-5

and 9-10). In columns 1 and 6 our speci�cations include only a dummy for

attending an elite school; all other speci�cations include a third-order poly-

nomial in the assignment score; in columns 3, 5, 8 and 10 we also include a

set of covariates that take into account individual di�erences in demographic

characteristics, socio-economic characteristics, and previous attainment.

Panel A of Table 2 shows that, on average, relative to non-elite school

male students, elite-school male students completed 3.2 additional years of

full-time education (column 1). Once we control for a �exible function of the

assignment score this e�ect reduces to 1.5 years; introducing covariates brings

it down to 1.4 years. The GMM estimates are smaller than this, although

statistically not di�erent, and in the model including covariates (column 5)

the estimated e�ect is 1.20 years. This is a very large e�ect. For example,

if we consider that borderline male students that attended a non-elite school

completed an average of 2 years of post-compulsory schooling (the �control

mean� of 1.992), the estimate implies that elite school attendance increased

years of post-compulsory education by 60 percent.22

The results for women are qualitatively similar. As reported in Table 2, on

average, women that attended elite schools completed around 2.9 additional

years of full-time education (column 6). After controlling for assignment scores

and other covariates, the estimated e�ect is 0.70 years. The GMM estimates

are consistent with these numbers, ranging from 0.83 (column 10) to 0.93

(column 9) years. Since the control mean for women is 2.3 years, the implied

22This is obviously not a control mean in the sense of a randomized trial, since we would
expect some �negative selection� into the non-elite schools among the borderline students.
Nevertheless, it seems like a reasonable counterfactual for the borderline students for whom
we estimate elite school e�ects.
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e�ect size is about 36 percent.

Our estimates pass four robustness checks analogous to those commonly

employed in regression discontinuity analyses. First, our estimates are robust

to the inclusion of covariates (see columns 4 and 5 and columns 9 and 10 of

Table 2). Second, as seen in Figure 3, actual outcomes correspond closely

to �tted values for students with assignment scores outside of the borderline

range (i.e., less than 540 or greater than 560).23 Third, our analysis passes a

�falsi�cation test�. Speci�cally, our estimates suggest that elite school atten-

dance has no �e�ect� on years of post-compulsory schooling predicted using the

extensive set of background characteristics available in our data (see columns

3 and 6 of Appendix A Table 2, Panel A).24 Fourth, our estimates are similar

to those derived from models that use di�erent polynomial speci�cations (see

Appendix A Table 3, Panel A).25

Our estimates also pass two robustness checks speci�c to our GMM pro-

cedure. First, our estimates pass the over-identi�cation test discussed above

(see the last row in each panel). Second, our estimates are similar to those

based on the regression discontinuity strategy described above. Recall that

this uses local linear regression methods to extrapolate across the borderline

range and estimate the e�ect of elite school attendance at assignment score

550. Appendix A Figure 3 reports these estimates for various bandwidths. For

nearly all bandwidths, the con�dence intervals contain the analogous GMM

estimates (the one obtained in models without control variables). For larger

bandwidths, the RD estimates are very close to the GMM estimate. This is

reassuring, since the cross-validation procedures used to choose bandwidths

(see footnote 18) suggest that larger bandwidths ought to be preferred.

23As noted above, for those with borderline scores, we expect that treatment assignment
will be in�uenced by unobservables, and so we would not expect the model to �t the data
well in this range.

24By contrast, OLS estimates suggest an impact of elite school attendance on the predicted
outcome. This highlights the importance of dealing with omitted variables biase in the OLS
estimates.

25The second-order polynomial estimate is generated using the subset of students with
assignment scores of at least 460. It is clear from Figure 3 that a second-order polynomial
would be too in�exible to �t to the entire range of data.
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The remaining panels of Table 2 report education impacts as measured
by qualifications earned. For men, note that while a large percentage have
at least some qualifications (the control mean for those with no qualifications
(Panel B) is 7.2 percent), the control mean for university degree (panel G)
is low (13.6 percent). This suggests that while most borderline students in
non-elite schools completed some qualifications, few proceeded to the end of
the standard academic track. The main impacts of elite school attendance
are to increase the probability of achieving A-level qualifications (by about 13
percentage points) and degree receipt (by 15 percentage points). The latter
effect is more than double the control group mean. Since the academic track
entails at least six years of full-time study (2 years for achieving A-level quali-
fications plus 4 years of university study), we would expect the effect on degree
level qualifications alone to account for roughly 0.9 of the additional years of
completed full-time education.

For women, elite school attendance is shown to reduce the probability
of achieving lower-level qualifications such as CSEs (by about 20 percentage
points) and O levels (by about 0.8 percentage points) and correspondingly in-
crease the probability of earning higher-level qualifications, including A-levels
(Panel E), HNC and teaching certificates (Panel F). The largest effects are
found for A-level qualifications or equivalent. The effect size - more than 23
percentage points - is about 60 percent of the control group mean. Although
the A-level estimates fail the overidentification tests and are somewhat sensi-
tive to the order of the polynomial, they still pass all other robustness checks,
including the introduction of covariates and falsification tests.

With our discussion of the relevant institutions in mind, these large effects
on educational attainment are perhaps not surprising. As we noted, the path to
a university degree was longer and harder for non-elite school students. For ex-
ample, the non-elite schools were unlikely to offer many university-appropriate
courses and transfer to elite schools was uncommon. In addition, since few
non-elite school students attended university, default behavior and peer ef-
fects may have pushed students away from this path. We suspect that these
institutional barriers facing students that attended non-elite schools in the

21



1960s hold the key to understanding why we estimate larger education effects
than those found in other studies (e.g., Dobbie and Fryer, 2011; Dustmann et
al., 2012).

Labor market outcomes

Table 3 reports estimates of elite school effects on gross annual income (Panel
A), employment (Panel B), and imputed gross hourly wages (Panel C). Gross
annual income and employment are measured at the time of the 2001 survey,
when respondents were aged between 46 and 51. The income measure includes
“personal current gross income from all sources”, including interest from div-
idends and benefits. We impute gross hourly wages using occupation-specific
means of hourly gross wages from the New Earnings Survey (NES).26

The consensus among labor economists is that an additional year of edu-
cation increases hourly wages by around 8 percent (Card, 2001). As such, we
might expect elite school attendance to generate significant impacts on income
and wages. In fact, our estimates suggest that for men, elite school attendance
had no significant effects on annual income, hourly wages or the probability of
employment.27 Remarkably, this is true for the least squares estimates (once
assignment scores are controlled for) as well as the GMM estimates. In the
next section we discuss what might account for this puzzling finding. For now,
we note that the GMM estimates pass all of our robustness checks. In partic-
ular, models with covariates generate similar estimates (columns 4 and 5), the
model appears to fit the data well (Figure 4), falsification checks do not reveal

26In order to compute occupation-specific earnings we take the period between 1997 and
2001 and restrict the sample to individuals working in Scotland and aged 45-55. The impu-
tation of the earnings variables is based on 2-digit SOC 1990 classification. We would like
to thank Annarosa Pesole for her help with the NES data.

27Income is recorded in 8 bands and a large group of individuals, especially men (about
20 percent), fall in the top interval. We produced several estimates of the impact of elite
school attendance on the probability of being in the top interval, but none suggested any
impacts. Similarly, we estimated elite school effects using several methods that account for
the banded nature of the variable, including interval regression (Stewart, 1983), all of which
generated results similar to those reported in the current analysis.
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any impact of elite school attendance on measures of income predicted using

control variables (Appendix A Table 2, Panel D), over-identi�cation tests are

passed, and the RD estimates tell a remarkably similar story across a wide

range of bandwidths (Appendix A Figure 4). Although the estimates appear

to be somewhat sensitive to the order of the polynomial in assignment scores

(Appendix A Table 3), they remain statistically indistinguishable from zero.

By contrast, as reported in Table 3, we �nd that elite school attendance in-

creased women's annual income by around 17-19 percent (Panel A). Although

the estimate is not very precise, and is somewhat sensitive to the order of

the polynomial, once again it passes most of our checks. Only the RD esti-

mates are suggestive of potentially smaller e�ects (at larger bandwidths), but

even in this case the e�ects are still above 10 percent. An obvious question is

whether the e�ect for women is driven by increased hourly wages, increased

labor supply or some combination of the two. Our results suggest that both

e�ects could be at work. On the one hand, we estimate elite school e�ects

on hourly wages of around 10 percent (Panel C), which is consistent with the

e�ects typically associated with a year of full-time education. On the other

hand, this alone cannot account for the almost 20 percent increase in annual

income, so labor supply impacts seem likely. Although we �nd no elite school

e�ects on whether women worked at all (Panel B), this obviously does not

prelude e�ects on hours worked. Unfortunately, we do not have data on hours

worked so we cannot examine this possibility.

Fertility and marriage

For men, the estimates reported in Table 4 suggest that there were no e�ects

of elite school attendance on fertility and marriage outcomes.28 Since we found

that elite school attendance had no impact on labor market outcomes, this is

28One possible caveat to this summary is the suggestion of a positive elite school e�ect
on the number of children (Panel B), although the estimate appears to be sensitive to the
inclusion of covariates (compare columns 2 and 3, as well as 4 and 5) and is not statistically
signi�cant when these are excluded.
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perhaps not surprising. For women, the estimates reported in Table 4 suggest

that elite school attendance decreased the probability of having any children

and decreased total fertility, although they do not reveal any signi�cant e�ects

on the timing of fertility or the probability of being married or getting divorced.

Since we found that elite school attendance increased women's hourly wages

and annual income, an e�ect on fertility is less surprising. As noted by Becker

(1960) and Willis (1973), higher earnings power increases the opportunity costs

of having children and will thereby decrease fertility.

Our estimates imply larger fertility e�ects of schooling than those found

in the previous literature. For example, we �nd that elite school attendance

(which translates into just less than one additional year of education) decreased

the probability of having a child by 9 percentage points (about 10 percent of the

control mean) and decreased the number of children by 0.47 (about 25 percent

of the control mean).29 Previous estimates of the causal e�ects of a year of

education on completed fertility, all of which exploit changes to compulsory

schooling laws, span positive e�ects of up to 0.2 children (Fort et al., 2011),

insigni�cant e�ects (Black et al., 2008; Monstad et al., 2008; Silles, 2011), and

negative e�ects of up to 0.3 children (Leon, 2004; Cygan-Rehm and Maeder,

2012).

The obvious starting point for trying to explain the di�erence between

these �ndings is the di�erence between the �experiments� underlying them.

Our analysis mimics that of an experiment in which high-ability girls are ran-

domly assigned to an elite school environment and additional further academic

education. In the experiments implicit in the related literature, low-ability girls

are exposed to an additional period of compulsory education with broadly the

same peers. With this di�erence in mind, there are several possible explana-

tions for the larger e�ects that we �nd. For example, fertility may be in�uenced

by women's perceptions of their role in society, which may be in�uenced by

high-ability and ambitious high school peers. This is consistent with Goldin's

29Once again, our GMM estimates pass all of our robustness checks, including falsi�cation
checks (Appendix A Table 2), and are consistent with RD estimates (Appendix A Figure
5).
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(2006) account of the key role of education in promoting a broader planning

horizon and a new sense of identity for women of this generation.

Social Class

To this point, we have reported separate estimates by sex. This seems sensible,

since the assignment rule was applied separately to girls and boys and, in some

cases, they attended di�erent elite schools. But it is also interesting to consider

whether estimates di�er by socio-economic status (SES), which would be the

case if elite schools were especially helpful in taking low-SES students out of

home and peer environments not conducive to educational success. To that

end, we pool men and women and split our sample into low- and high-SES

subsamples.30

The estimates, reported in Appendix A Table 4, reveal a surprising fact.

Namely, that for education outcomes, the low-SES and high-SES control means

are quite similar. This suggests that among borderline students that attended

non-elite schools, the socio-economic gap in outcomes was small. With this

in mind, it is perhaps not surprising that our estimates of elite school e�ects

by SES are also quite similar. Since control means and e�ect sizes for other

outcomes show no obvious or consistent di�erences, we conclude that among

our sample elite school attendance did not have markedly di�erent impacts

on low- and high-SES individuals. While this may seem surprising at �rst

glance - one might expect elite school e�ects to be larger for low-SES students

(as found by Clark, 2010) - it is less surprising in light of the absence of any

socio-economic gaps in the control means.

30Individuals are categorized as low SES if the father was in a semi-skilled or unskilled
manual occupation or was not working; high socio-economic status is assigned to students
whose father was in a skilled manual, non-manual, professional or managerial occupation.
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5 Discussion and Interpretation

There is an obvious explanation for the women's results: elite school atten-

dance makes further education more attractive (by reducing costs or increasing

returns), such that elite school attendance increases completed education and

thereby labor market productivity, wages and incomes. Increased wages also

increase the opportunity costs of having children, such that elite school atten-

dance reduces completed fertility.

The men's results are harder to explain, particularly our �nding that elite

school attendance increased completed education by more than one year but

had no impact on incomes or wages. We speculate that the most likely ex-

planation is that this generation of men enjoyed many vocational training

options, especially trade apprenticeships, and that positive elite school e�ects

on further education were o�set by negative elite school e�ects on vocational

training. Although we do not have the vocational training or apprenticeship

data necessary to provide a direct test of this hypothesis, several facts are

consistent with this story.

First, as seen in Appendix B Table 3, other data (Labour Force Survey

(LFS) data) suggest that a large fraction of Scottish-born men of this gen-

eration completed an apprenticeship. The overall percentage is close to 40

percent and the percentage among men with some additional quali�cations

is even higher. Since our sample control means suggest that borderline men

that attended non-elite schools typically had additional quali�cations, it seems

likely that at least one half of them completed a trade apprenticeship.

Second, simple economic reasoning suggests that elite school attendance

likely decreased the probability of completing an apprenticeship. We set out a

simple model to this e�ect in Appendix D; this extends the Card and Krueger

(1996) model of school quality to include vocational training. We show that

under some assumptions, elite school attendance could decrease the quantity of

vocational training completed and could thereby decrease wages. The �rst key

assumption is that elite school attendance increases the returns to academic

education, decreases the costs of academic education and increases the cost
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of vocational training. The second key assumption is that while the returns

to academic education are higher than the returns to vocational education,

the relative return to vocational training is higher than the relative return to

academic education. Both sets of assumptions seem reasonable, the second

one because it generates a natural partition of students into those that leave

school without further education or training, those that pursue vocational

training and those that pursue academic education. This theoretical reason-

ing is supported by estimates of the elite school impact on years of part-time

education completed (not reported but available on request). These suggest

that elite school attendance decreased part-time years completed by roughly

0.7. Since vocational training typically includes a part-time education com-

ponent, these estimates are consistent with elite school attendance reducing

vocational training.

Third and most compelling, neither of these facts applies to women, for

whom we did �nd positive and signi�cant elite school e�ects on income and

wages. The statistics reported in Appendix B Table 3 suggest that far fewer

women completed apprenticeships, and for women we �nd little elite school

impact on years of part-time education completed.

The fourth fact is derived from a testable prediction of the model that we

present in Appendix D, namely, that the presence of vocational training will

lower the returns to completed education. The intuition is that in addition

to the usual (positive) �ability bias� component of the measured return (i.e.,

a positive correlation between academic education and ability), there will be

an additional (negative) �vocational training bias� component (i.e., a negative

correlation between academic education and vocational training). As seen in

Appendix B Table 4 column 1, we do indeed �nd measured returns to be much

larger for women than for men.

A �fth fact consistent with this explanation is that elite school attendance

appears to increase the probability that men are found in occupations typi-

cally associated with academic education. In particular, Appendix A Table 5

shows that elite school attendance increased the probability that men worked

as �professionals or associate professionals� by around 6 percentage points (or
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about 25 percent of the control mean), with an equivalent decrease in the

probability that they worked in �managerial� occupations. These estimates

are especially interesting when seen through the lens of Appendix A Table 6.

Consistent with our education results, this shows that the fraction of degree

holders in professional occupations is twice as large as the fraction in man-

agerial occupations. Consistent with our income and wage results, this shows

that on average, men working in professional occupations earn considerably

less than men working in managerial occupations.

The comparison with women is again constructive. In Appendix A Ta-

ble 5 we see that elite school attendance increases the probability that women

work in �professional or associate professional� occupations, with an equivalent

decrease in the probability that they work in �clerical and secretarial� occupa-

tions. Consistent with our education results, Appendix A Table 6 shows that

the fraction of degree holders in professional occupations is roughly ten times

as large as the fraction in clerical and secretarial occupations. Consistent with

our income and wage results, the Table also shows that, on average, women

working in professional occupations earn almost twice as much as women work-

ing in clerical and secretarial occupations.

There are several alternative explanations for our �nding that elite school
attendance did not increase income and wages for men. First, the result could
be an artefact of the sample studied. For example, one can hypothesize that
the wage distribution in Aberdeen has been compressed by the oil industry
that emerged in the 1970s. To check that, we compared the returns to edu-
cation estimated using the Aberdeen data with the returns estimated using
LFS data (Appendix B Table 4). When we measure education using years of
post-compulsory schooling, the estimates are remarkably similar: 0.072 versus
0.075. They are also fairly close when we disaggregate into several education
categories. Importantly, there is no evidence to suggest that Aberdeen-UK
di�erences are larger among men than among women. For this reason, we
doubt this can explain the results.31

31 The most direct way of assessing this hypothesis would be to measure what fraction

of our sample work in the oil industry. Unfortunately, respondents were not asked about

industry.
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Second, one might wonder whether the returns are low because they are

estimated for borderline men; perhaps the returns to elite school attendance

are higher among higher-scoring men that were in a better position to bene�t

from the elite school experience. Against that, it is not obvious that elite school

e�ects should be smallest for borderline students, and Angrist and Rokkanen

(2012) �nd no evidence to suggest they are smaller for borderline students than

for higher-scoring students (albeit in a di�erent context). More persuasively in

our view, it is hard to reconcile this explanation with our �ndings for women,

which are also identi�ed o� the borderline group.

One could reconcile the borderline explanation and the women's results

by noting that some elite schools were single-sex and by speculating that a

single-sex experience bene�ted girls more than boys. As an indirect test of

this hypothesis, we examined whether the returns to single-sex schools are

larger for girls than boys. Least squares estimates based on models that are

restricted to single-sex elite school students and that include the full set of

covariates provide no support for this hypothesis.

In summary, while we cannot provide a decisive test of the vocational train-

ing explanation (without vocational training data), we �nd it to be plausible

and we think that it �ts the key facts. Since these facts undermine the most

obvious alternative explanations, we suspect that the vocational training hy-

pothesis is the most plausible explanation for the results that we �nd

Conclusion

What is the causal e�ect of being assigned to an elite secondary school in a

selective school system? The balance of the existing evidence suggests small

impacts on short- and medium-run outcomes such as high school test scores

and college enrollment and attainment. In this paper we estimate the e�ects

of elite school attendance on long-run outcomes such as completed education,

income, wages, occupational attainment, marriage and fertility. We �nd that,

on average, elite school attendance caused both men and women to complete
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almost one additional year of full-time education. For women, we �nd that

elite school attendance also led to large increases in income and large decreases

in fertility. For men, we �nd that elite school attendance had no impact on

labor market outcomes.

These results support a claim made in the 1950s and 1960s by opponents

of selective schooling, that important long-run outcomes could depend, via the

elite school assignment decision, on how well a student performed on a single

test taken at age eleven.32 Proponents of selective schooling did not claim

that elite school assignment had no impact, but rather that the assignment

mechanism was generally reliable, and that selective schooling helped both

high-ability students stretched by elite schooling and lower-ability students

properly catered to by non-elite schooling. The debate surrounding selective

versus non-selective schooling is interesting and important, but our study does

not address it.33 Instead, our study has tried to assess whether elite school

attendance improved outcomes for borderline students, the only students for

whom we can credibly identify e�ects.

In our view, it is di�cult to explain our results without invoking various

features of the relevant education and labor market institutions. For example,

we argued that our education results likely re�ect the barriers that faced non-

elite school students wishing to pursue further academic education, while we

speculated that our income results for men might re�ect the choice these men

faced between pursuing academic education and vocational training. The role

that these institutions might have played provides an obvious explanation for

why some of our estimates di�er from those found in the previous literature

(e.g., Dobbie and Fryer, 2011). These institutions also imply that some our

results may be speci�c to the time period studied. For example, since the

apprenticeship system became much less important after the mid-1970s, it is

possible that labor market impacts may have been larger for men educated in

32For the students in our sample, assignment depended on four tests, teacher assessments
and the Head's assessment. As discussed by Clark (2010), most districts in England used
only two tests.

33See Galindo-Rueda and Vignoles (2004) for an account of the debate surrounding elite
schools in the UK during the 1960s.
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the late mid-1970s and beyond.

Our �nal point is that policy-makers might be advised to keep these in-

stitutions in mind when designing policies relating to school resources and

organization, including policies relating to elite schools. For example, in the

contemporary US context, there is compelling evidence to suggest that college

outcomes are a�ected by whether or not students have access to Advanced

Placement (AP) courses (Klopfenstein, 2004; Jackson, 2010) and SAT-taking

opportunities (Bulman, 2013; Goodman, 2012) in high school. If non-elite

school students in district A can take a wide range of AP courses and must sit

the SAT by default, while non-elite school students in district B can take only

a few AP courses and must travel to another high school to sit the SAT, we

might expect elite school attendance to have a smaller impact in district A than

district B. It follows that a district that wishes to expand elite schools might

also want to ensure that these related policies and institutions are favorable

to non-elite school students. To take an example relevant to the UK context,

one e�ect of the recent increase in the compulsory schooling age (to 18) might

be to reduce the educational advantages enjoyed by students assigned to elite

schools in the few areas that still operate a selective system.
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Appendix A Figure 4: RD estimates of log income impacts

Notes: See the notes to Appendix A Figure 3. Solid horizontal lines represent IV estimates 
reported in columns (4) and (9) of Table 3, panel A. 
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Appendix C: The Case of Heterogeneous Treat-

ment E�ects

In this Appendix we argue that if treatment e�ects are heterogeneous, then

under additional assumptions, the IV estimator described in section 4 will

likely approximate the average treatment e�ect among borderline students.

C.1 Treatment E�ects

In principle, treatment e�ects could vary among students with the same as-

signment score. In addition, average treatment e�ects could vary across scores.

Other things equal, we might expect treatment e�ects to be increasing in as-

signment scores (e.g., if higher-ability students gain more from elite schools),

although that need not be the case. For a given score, we might expect treat-

ment e�ects to be higher for students selected into elite schools than for stu-

dents not selected into elite schools (e.g., if administrators assign students

based on their perceived suitability for elite school). Since the probability of

treatment is seen to be increasing in scores in the borderline range (e.g., see

Figure 2), then among the treated students, we might expect average treat-

ment e�ects to be decreasing with scores. For example, nearly all students

with scores of 559 are selected, but very few students with scores of 541 are

selected. It is possible that, on average, treatment e�ects are larger among the

latter group.

We will assume that for students with scores in the borderline range, the

expected treatment e�ect conditional on the assignment score is uncorrelated

with the assignment score:

g1(A i = as) � g0(A i = as) = � if M + 1 � s � R

This does not imply that treatment e�ects are the same for all students with a

given score, or that average treatment e�ects among the treated students with

scorea equal average treatment e�ects among the treated students with score
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a0. Instead, it is consistent with the idea that students have imprecise control

of their scores, and that in the borderline range, the score is uncorrelated

with the treatment gain. The extreme case in which it holds is if scores are

randomly assigned within the borderline range.

Under this and some other assumptions, we will argue that the IV estima-

tor will likely approximate � , the average treatment e�ect among borderline

students. Again, note that this is not the average treatment e�ect among

borderline students selected into treatment (the treatment on the treated).

Treatment Assignment

Assume that the assignment scoreA is a scalar withS points of support, such

that A 2 f a0; a1::aSg whereas � as� 1 > 0. Assume that P(D i = 1jA i = a) is

such that:

P(D i = 1jA i = as) = 0 if s � M

P(D i = 1jA i = as) � P(D i = 1jA i = as� 1) > 0 if M + 1 � s � R

P(D i = 1jA i = as) = 1 if s � R

where0 < M < R < S .

Instrument

Consider the instrumentZ i = dP(D i = 1jA i ) 2 f 0; dP(aM +1 ); dP(aM +2 ); :: dP(aR� 1); 1g

which hasK + 1 = 1 + R � M points of support. Assume that the predicted

probability of treatment is zero for scores to the left of the borderline range,

one for scores to the right of the borderline range and increasing within the

borderline range:

dP(D i = 1jA i = as) = 0 if s � M
dP(D i = 1jA i = as) � dP(D i = 1jA i = as� 1) > 0 if M + 1 � s � R
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dP(D i = 1jA i = as) = 1 if s � R

C.2 IV estimator

Given these assumptions, we can write the outcome equation as:

Yi = g0(A i ) + [ g1(A i ) � g0(A i ) � � i ]1(A i � aR) + D i � i + f D i (u1i � u0i ) + u0i g

= f (A i ) + D i � i + f D i (u1i � u0i ) + u0i g

= f (A i ) + D i � � + f D i (� i � � � ) + D i (u1i � u0i ) + u0i g

where f (A i ) is a continuous function (sincelim A i ! a�
R

E[Yi jA i ] = E[Yi jA i =

aR ] = g0(aR)) and � i = E[Yi (1) � Yi (0)jxM +1 � X i � xR ]. Provided we can

proxy for f (A i ), IV estimation usingZ i as an instrument will identify � � , where

� � solvesCov[Z i ; D i (� i � � � )] = 0 such that:

� � =
Cov(Z i ; D i � i )
Cov(Z i ; D i )

To derive the numerator, we use arguments similar to those used to prove

Theorem 2 in Imbens and Angrist (1994). Speci�cally:

E[D i � i jZ i = zm ] � E [D i � i jZ i = zk ] = E[D i (zm )� i jZ i = zm ] � E [D i (zk)� i jZ i = zk ]

= E[(D i (zm ) � D i (zk)) � i ]

= E[� i jD i (zm ) � D i (zk) = 1] P[D i (zm ) � D i (zk) = 1]
E[D i � i jZ i = zm ] � E [D i � i jZ i = zk ]

P(zm ) � P(zk)
= E[Yi (1) � Yi (0)jD i (zm ) � D i (zk)

= = 1 ; xM +1 � X i � xR ] � � zm ;zk

whereP(zm ) = P(D i = 1jzm ) and similarly for other values ofZ .

It can then be shown that if zm > z l > z k , then:

� zm ;zk =
P(zm ) � P(zl )
P(zm ) � P(zk)

� zm ;zl +
P(zl ) � P(zk)
P(zm ) � P(zk)

� zl ;zk
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such that:

E[D i � i jZ i = zm ] � E [D i � i jZ i = zk ] = � zm ;zk [P(zm ) � P(zk)]

E [D i � i jZ i = zm ] = E[D i � i jZ i = zk ] +

[P(zl ) � P(zk)]� zl ;zk + [ P(zm ) � P(zl )]� zm ;zl

Generally:

E[D i � i jZ i = zk ] = E[D i � i jZ i = z0] +
kX

l=1

[P(zl ) � P(zl � 1)]� zl ;zl � 1

We can now express the numerator as:

Cov[Z i ; D i � i ] = E[D i � i (Z i � E(Z i ))]

=
KX

l=0

� lE[D i � i jZ i = zl ](Z (zl ) � E(Z ))

= � 0E[D i � i jZ i = z0](Z (z0) � E(Z )) +
KX

l=1

� lE[D i � i jZ i = zl ](Z (zl ) � E(Z ))

=
KX

l=1

� l (Z (zl ) � E(Z ))[
lX

k=1

[P(zk) � P(zk� 1)]� zk ;zk � 1 ]

=
KX

k=1

� zk ;zk � 1 [P(zk) � P(zk� 1)]
KX

l= k

� l (Z (zl ) � E [Z ])

=
KX

k=1

� zk ;zk � 1 [P(zk) � P(zk� 1)]
KX

l= k

� l (zl � E [Z ])

=
KX

k=1

� zk ;zk � 1 wk

where� zk ;zk � 1 as de�ned above and:

wk � [P(zk) � P(zk� 1)]
KX

l= k

� l [zl � E(Z )]

� l = P(Z = zl )
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A similar argument establishes that the denominator can be expressed:

Cov(Z i ; D i ) =
KX

k=1

[D i jZ i = zk ]
KX

l= k

� l [zl � E(Z )]

=
KX

k=1

[P(D = 1jzk) � P(D = 1jzk� 1)]
KX

l= k

� l [zl � E(Z )]

=
KX

k=1

wk

It follows that:

� � =
KX

k=1

� zk ;zk � 1 pk

pk �
wk

P K
k=1 wk

wherepk � 0 and
P K

k=1 pk = 1.

We can express this in terms of assignment scores rather than values of the

instrumental variable (i.e., functions of the assignment scores):

� � =
RX

s= M +1

� A s ;A s� 1 qs

� A k ;A k � 1 = E[Yi (1) � Yi (0)jD i (as) � D i (as� 1) = 1 ; A i = as]

qs =
vs

P R
s= M +1 vs

vs = [ P(D = 1jas) � P(D = 1jas� 1)]
RX

l= s

� l [ dP(al ) � E( bP)]

� l = P(A i = al ) if l < R

= P(A i � al ) if l = R

whereqs � 0 and
P R

s= M +1 qs = 1.
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C.3 Interpretation

This expression tells us that the IV estimator will be a weighted average of

LATEs. The LATEs are the average treatment e�ects among students that

would be selected at scorea but not scorea � 1 (i.e., the marginal students).

The weights are a not-easily-interpreted function of scores. To show that this

expression will likely approximate� , we make the following argument:

1. First, it seems reasonable to suppose that, conditional on the score, as-

signment is positively correlated with treatment e�ect (i.e., correlated

with a student's person-speci�c treatment gainui (1) � ui (0)). This im-

plies that the marginal student assigned with a 541 score will have a large

positive value ofui (1) � ui (0), the marginal student assigned with a 559

score will have large negative value and the marginal student assigned

with a mid-range score will have a value close to zero

2. Second, it seems reasonable to suppose that the weightsvs will be inverse-

U shaped, taking a maximum for mid-range scores. For example, if

P(D = 1jA) is linear in the borderline range, such thatP(D = 1jas) �

P(D = 1jas� 1) = p, and if A is distributed uniformly over this range,

such that � l = � for A i < a l , then vs � vs� 1 = � p� [ dP(al ) � E( bP)].

Then, de�ning a� such that dP(a� ) = E( bP), this will be positive over

a 2 [am ; a� ], negative overa 2 (a� ; aR ] and decreasing everywhere.

If the LATEs and the weights are symmetric abouta� , it follows that � � �

E [Yi (1) � Yi (0)jD i (a� ) � D i (a� � 1) = 1; A i = a� ] � E [Yi (1) � Yi (0)jA i = a� ] �

� .1

1There are two reasons why the weights will not be symmetric, although these work in
opposing directions. First, since the scores are approximately normally distributed, with
mean to the left of the borderline range, there is a higher likelihood of observing scores
in the left-hand part of the borderline range (i.e., higher � l ). Second, we know that � R =
P(A i � aR ), which will be larger than all other score-speci�c densities.

23



Appendix D: A Model of School Quality with Vo-

cational Training

In this Appendix we present a simple model to support the argument made

in section X, that for men, the existence of vocational training likely explains

the absence of elite school e�ects on income. We begin with a baseline model

without vocational training. This is adapted from the model that Card and

Krueger (1996) used to examine the labor market implications of attending

di�erent school systems (our focus is on di�erent types of school within the

same system). We then introduce vocational training into the model.

D1: Baseline Model without Vocational Training

Modifying the Card and Krueger (1996) model slightly, we assume that indi-

viduals that have reached the compulsory school leaving age choose between

leaving school and continuing in academic education for a furtherA years. We

assume that for individual i that attended school types 2 f Nonelite; Elite g,

this choice is made to maximize the following utility function:2

U(yis ; A is ) = lny is � f (A is )

lny is = � i + � s + bA
s A is + uis

f (A is ) =  A
s ci A is +

k
2

A2
is

whereyis is annual earnings,� i is person-speci�c ability andci is the person-

speci�c cost of academic education. We make the standard assumption that

2Card and Krueger (1996) assume that:

U(yis ; E is ) = lny is � f (E is )

lny is = ai + bsE is + uis

f (E is ) = ci E is +
k
2

E 2
is

where E is total years of education (including compulsory school years).

24



Cov(� i ; ci ) < 0. The remaining parameters capture the e�ect of school type

on the productivity of the (compulsory) years spent in school (� s), the return

to additional years of academic education (bA
s ) and the cost of additional years

of academic education ( A
s ci ).

It seems reasonable to allow the return to additional schooling to depend

on the type of school attended: as Card and Krueger (1996) noted, a high-

quality education may improve a student's ability to bene�t from additional

education. There are two reasons why it seems reasonable to allow the costs of

additional education to depend on school type. First, since some of the post-

compulsory education that took place in our setting occurred within the elite

schools (i.e., students from non-elite schools had to transfer in), this may have

created additional costs for non-elite students. Second, more generally and

more plausibly, while the majority of elite school students stayed in academic

education, the majority of non-elite school students did not, such that it might

have been less costly for elite students to comply with default behavior than

for non-elite school students to defy it (e.g., because of the costs of being

separated from friends).

Maximization reveals the optimal schooling choice to beA �
i = maxf bA

s �  A
s ci

k ; 0g

and maximized utility to be:

U(yis ; A �
is ) = � i + � s + maxf

(bA
s �  A

s ci )2

2k
; 0g + uis

Proposition 1 summarizes three implications of this model.

Proposition 1

Assume the following conditions hold:

C1: The returns to academic education are higher for students that attended

an elite school (bA
E > bA

N ).

C2: The cost of academic education is lower for students that attended an
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elite school ( A
E <  A

N ).

In that case:

1. There is some cost cuto� below which all individuals will pursue some

academic education and above which no individuals will pursue any aca-

demic education. Among the students that pursue academic education,

the length of academic education is decreasing in cost.

2. Elite school students will pursue more post-compulsory education.

3. Elite school students will obtain higher wages.

Proof

The �rst claim follows from inspection of the expression forA � . The second

follows from this expression and the assumption thatE[ci ] is the same for elite

and non-elite students (among the borderline students). The third follows

from substituting this expression into the equation for wages.

D.2: Vocational Training

We introduce vocational training by allowing students to choose between

two post-secondary tracks: academic and vocational. Conditional on choos-

ing the vocational track, we assume students solve a maximization problem

similar to the one presented above, but with parametersbA
s and  A

s replaced

with parameters bV
s and  V

s . We make the following assumptions on these

parameters:

A1: bA
s > bV

s

A2: bA
s

 A
s

< bV
s

 V
s
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The first will ensure that the lowest-cost individuals (in expectation the most-
able individuals) will choose academic training. The second will ensure that
students on the margin of choosing vocational training over leaving school
without pursuing any education will prefer vocational training to academic
education.3

Proposition 2

1. Given assumptions A1 and A2, schooling decisions can be characterized
by two cutoffs cL and cM . Students with ci < cL will pursue academic
education, with the length of academic education decreasing in cost;
students with cL < ci < cM will pursue vocational training, with the
length of vocational training decreasing in cost; students with ci > cM

will leave school without pursuing any vocational training or academic
education.

2. An increase in bAs or a decrease in γAs will increase the fraction of students
that pursue academic education and decrease the fraction that pursue
vocational training, with the fraction that leave school without pursuing
any vocational training or academic education unchanged.

3. An increase in bVs or a decrease in γVs will increase the fraction of stu-
dents that pursue vocational training and decrease the fraction that leave
school without pursuing any vocational training or academic education.

Proof

The proposition can be proved with reference to Figure 1. In particular, we
3It seems plausible to suppose the return to vocational training is lower than the return

to academic education, since vocational training can be thought of as a combination of
education and unskilled work. It seems plausible to suppose that the cost of vocational
training is lower than the cost of academic education since vocational training pays a training
wage.
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can show thatcM = bV
s

 V
s

(i.e., the type indi�erent between vocational training

and leaving school) and we know thatU(V �
i ; cM ) = 0 while U(A �

i ; bA
s

 A
s

) = 0 ,

wherecM > bA
s

 A
s

. We know that U(A �
i ; 0) = (bA

s )2

2k > U (V �
i ; 0) and we can show

that U(A �
i ; ci ) and U(V �

i ; ci ) cross at most once over the rangeci 2 [0; cM ].4

The second and third parts of the Proposition then follow from Figure 1.

Proposition 3

If, in addition to conditions C1 and C2 and assumptions A1 and A2, we

have the following condition:

C3: The costs of vocational training are higher for elite-school than non-elite

school students

then:

1. Students assigned to elite school will pursue more post-compulsory aca-

demic education

2. Students assigned to elite school will pursue less vocational training

3. Assignment to an elite school need not increase wages

Proof

The �rst two claims follow immediately from Figure 2. The expected wage

return to attending an elite school can be expressed as follows, where4 i �

lnyEi � lnyNi :

4Otherwise, since the di�erence between them is continuous, and since it is positive when
ci = 0 and negative whenci = cM , there would be have to be two turning points. The �rst-
order condition for a turning point demonstrates that there can be at most one value ofci

in this range.
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E(� i ) =
� cL (N )

0
[(bA

E )2 �  A
E bA

E ci � (bA
N )2 +  A

N bA
N ci ]f (ci )dci

+
� cL ( E )

cL ( N )

[(bA
E )2 �  A

E bA
E ci � (bV )2 +  V

N bV ci ]f (ci )dci

+
� cM ( E )

cL ( E )

[(bV )2 �  V
E bV ci � (bV )2 +  V

N bV ci ]f (ci )dci

+
� cM ( N )

cM ( E )

[� (bV )2 +  V
N bV ci ]f (ci )dci

It is straightforward to construct examples in which the net e�ect is negative.5

The intuition is that assignment to an elite school has ambiguous e�ects on

human capital, increasing it for some (lower-cost) students that would anyway

be inclined to academic study and decreasing it for other (higher-cost) students

that would have pursued vocational training had they been assigned to the

non-elite school.

D.3: Measured returns to education

An obvious question is whether the model can account for any of the other

facts presented. We show that it can account for the lower return to academic

education measured for men. To see why, note that:

E[lny i jA is ] = E(� i jA is ) + � s + bA
s A is + bV E(Vis jA is )

= E(� i jA is ) + � s + bA
s A is + bV (cons+ rAV A is )

= E(� i jA is ) + � s + ( bA
s + rV AbV )A is

5To construct an example in which the net e�ect is negative, supposeci � U[0; c] where
c > cM (N ) , such that:

E (4 i ) =
1
kc

f [(bA
E )2 � (bA

N )2]cL (N ) + [( bA
E )2 � (bV )2](cL (E ) � cL (N ) ) � (bV )2(cM (N ) � cM (E ) )

+[  A
N bA

N �  V
N bV ]

c2
L (N )

2
+ [  V

E bV �  A
E bA

E ]
c2

L (E )

2
�  V

E bV
c2

M (E )

2
+  V

N bV
c2

M (N )

2
g

If bV = 0 :08, bA
N = 0 :1, bA

E = 0 :12,  V
N = 0 :28,  V

E = 0 :35,  A
N = 1 :4,  A

E = 1 :3, c = 0 :3,
k = 0 :01 and � E = � N , then it is simple to show that E(4 i ) � � 0:01.
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= E(� i jA is ) + � s + [ bA
s �

E(Vis jA is = 0)
E(A is jA is > 0)

bV ]A is

The presence of vocational training has two e�ects on the estimated returns

to education. First, it generates the bias represented by the second term

in square brackets. It can be seen that this will be zero ifbV = 0 (since

E(Vis jA is = 0) = 0 ), but positive otherwise. If c is distributed uniformly,

then:

E(Vis jA is = 0) = [
bV

s �  V
s ( cL + cM

2 )
k

]
cM � cL

c � cL

E(A is jA is > 0) = [
bA

s �  A
s ( cL

2 )
k

]

Bias = bV [
bV

s �  V
s ( cL + cM

2 )
bA

s �  A
s ( cL

2 )
]
cM � cL

c � cL

Using the same parameters described above, it can be shown that this bias is

on the order of 25 percent of the true return to academic education.

Second, vocational training weakens the ability bias generated by the �rst

term E(� i jA is ). Intuitively, that is because vocational training weakens the

correlation between costs (hence ability) and academic education. Both forces

imply that the measured returns to academic education will be smaller in the

presence of vocational training.
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