SC968 PANEL DATA METHODS FOR SOCIOLOGISTS
WORKSHEET FOR PRACTICAL SESSION 2, part 2
2.2.0
OBJECTIVES
· To use the xtsum and xttab commands to improve understanding of within and between group variation

· To estimate simple panel data models with continuous dependent variables 

· To run the Breusch-Pagan Lagrange Multiplier test to see whether it is valid to pool data across waves.

2.2.1
STARTING UP
Set memory to 10M.

Open the file “SESSION1-2.dta” – should be familiar by now!

2.2.2 THE XTSUM COMMAND
First, tell STATA that you have a panel data set!

xtset pid wave
For the moment, we will work with a balanced panel: those observations which are present in the data for all 15 waves. To create a variable by which we may measure whether an individual is a member of the balanced panel:
sort pid wave

by pid: gen nwaves = _N

list pid wave nwaves in 1/100
Strictly, we only needed to sort by pid in the first command – but sorting by wave as well makes checking easier afterwards.

The list command is just to check that we’ve created the nwaves variable correctly.

Observations where nwaves == 15 are part of the balanced panel.

THINK about within- and between-group variation. If you still don’t understand the concept entirely, discuss it with someone now! 

Then, fill in the table overleaf, indicating which you think will be the predominant source of variation in each of the listed variables for the balanced panel. There are a couple of tricky ones!
Afterwards, use the xtsum command for the variables in question, and see if you were right. Remember that the variables which we coded in previous weeks have no missing codes apart from “.” But other variables might, and STATA will give you nonsense answers unless you do something about this. 

In the output from the xtsum command, do you remember what the numbers in the “min” and “max” columns refer to?

	
	All within
	Mostly within
	About the same
	Mostly between
	All between

	Wave
	
	
	
	
	

	No. of waves present (nwaves)
	
	
	
	
	

	Whether have a partner
	
	
	
	
	

	Whether have a degree (ed_deg)
	
	
	
	
	

	Number of children (nkids)
	
	
	
	
	

	Health (badhealth)
	
	
	
	
	

	LIKERT score
	
	
	
	
	

	Hours of work (jbhrs)
	
	
	
	
	

	Sex
	
	
	
	
	

	Region of residence
	
	
	
	
	

	Personal i.d. (pid)
	
	
	
	
	

	Household i.d (hid)
	
	
	
	
	


2.2.3
THE XTTAB COMMAND

Use xttab to obtain descriptive statistics on marital status – the mastat variable. Remember to do something about missing codes. Also, the data set contains data on children as well as adults. For meaningful results, restrict the command to those aged 16-99. Look in the do-file for the syntax, if you get stuck.
How many individuals are in the data?
	


How many observation-years?

	


Of those in the sample who were ever observed as widowed, what proportion of their time on average did they spend in that widowed state? 

	


What is the most common marital status in terms of person-years?

	


Can you think of a subsample which would give you a different predominant marital status? Try it!

2.2.4
CREATING AN INDICATOR OF ETHNICITY

To keep things simple this week, we will repeat the regressions we did in class, but we’ll add in a variable indicating ethnic group. Our first task is to create a suitable variable for ethnicity. Although it’s analytically problematic to lump all non-white people into a single group, this is exactly what we are going to do, because members of ethnic minorities are not very numerous in BHPS (this will change in the forthcoming Understanding Society survey)

Sort the data by pid and wave, and have a look at the “race” variable – you’ll see it was only collected the first time an individual was interviewed, which means we have to copy some observations across waves using the egen command. The syntax for this is a bit tricky, but it’s in the do-file. Follow it as best you can.

2.2.5
PANEL DATA MODELS
You are now ready to compare the results of different model specifications. We will use LIKERT as the dependent variable and female, age, age squared, ue_sick, partner, badhealth and race as explanatory variables. 
To make comparisons across different specifications easier store the estimation result using the command estimates store followed by a name for the model (suggested name in brackets). 
Start with the fixed effects (fe) specification followed by between (be) and random effects (re) specifications and finish off with the OLS specification. For the OLS specification, use the ,cluster(pid) option  – which tells Stata that you have multiple observations on the same individual.
Having estimated these four models, load the stored results in one neat table using esttab ols fe be re (NB. The do-file offers a couple of options that make the table look nicer.) 
Copy the results into the table below and comment on the similarities and differences between the columns. Consider: the interpretation of the effect (which results can be interpreted as causal?), the size of the effects (can you arrange the effect sizes for the FE, BE and RE in a logical order?), the extent to which unobserved characteristics, endogenous or not, may be an issue. Which results do you believe in most? 

	
	Fixed effects
	Between
	Random effects
	OLS

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Comment:

2.2.6
CHECKING THE POOLING HYPOTHESIS

Remember that panel data models distinguish between within- and between- group variation, while OLS treats all variation the same. For the above specification, use the Breusch-Pagan Lagrange Multiplier test to check whether it would actually be legitimate use OLS on data pooled across waves. What’s the answer?
2.2.7
EXTENSION EXERCISES
If you have finished everything, try including a measure of household income in the above regression. If you finish that, try any other sensible panel data regression of your choice. 
We suggest you try out some of the model options which we mentioned in the lecture:

· Least Squares Dummy variables regression: can you confirm that the effects are identical to fe?

· First differences: why does it not work as well as the fixed effects model here? What happens to the number of observation? Econometric textbooks point out that the results of First Differences and Fixed Effects are identical when T=2. Can you confirm this using Stata?
· Hybrid models: Create person-specific means of all x and add them to a model that does not fully control within-person variance:

· Add the additional controls to an OLS model and compare the results to both OLS and FE. Can you confirm that the coefficient on female in the hybrid model is very identical to that in the OLS regression and that the effects on the time-varying characteristics are now very similar to the FE results? 
· Also add person-specific means to the RE model and compare the results to RE and FE. Are the main effects closer to RE or closer to FE? Or totally different? Where there are differences, how can they be explained?

2.2.8
AT THE END OF THE SESSION
Save your data set as SESSION2-2.dta. In fact, you have only created one new variable, but it’s good practice to save a new data set anyway.
